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Satistix is avery fast, easy-to-use data analysis program designed to
encourage you to “play” with your data. Manipulating data becomes simple
and straightforward, allowing you to focus on your research and not your
software.
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* Nonparametric tests » Association tests
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* Logistic regression » Statistical process control
» Analysis of variance/covariance » Powerful transformations
o Ttests » Graphs
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o Compact—Iess than 4M disk space » Spreadsheet data editing
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* Interactive design * Fast
e On-linehelp » Accurate

Satistix runs on Windows based persona computers. It requires
Windows 95 or alater version of Windows. A minimum of 16 MB of RAM
is recommended.

Satistix for Windows includes this manual, program CD, and a registration
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Introduction

Welcome to Statistix 8, our latest data analysis software designed for the
Windows operating system. This version introduces several new
enhancements making Statistix more useful than ever. These include: a new
GLM agorithm for improved analysis of unbalanced AOV designs, Latin
Squares, Balanced Lattice, Fractional Factorials, Two-Stage Least Squares
Regression, and Stepwise Logistic Regression.

The emphasisin the design of Statistix has always been to make it quick and
easy to obtain concise reports that answer your data analysis questions.
Whether you are a professional statistician or aresearcher with your own
datato analyze, whether you do data analysis every day or only
occasionally, you'll find that Statistix will quickly and easily help you find
the answers you're looking for.

Satistix is fast, compact, and accurate. The user’s manual is clear and
concise, complete with examples and references.

Fans of Satistix love it becauseit’ sintuitive and easy to use. Satistix
encourages the kind of creativity that marks the difference between good
and routine data analysis. By itsvery design, Satistix invites you to be
adventurous—to explore, play around, and get to know your data.

So jump in and get started.

Chapter 1, Introduction 1



Using This Manual

If you're like most people, you'll run the software before reading the
manual. That’s OK with us because Statistix is far easier to use than it isto
read about. However, if you haven't tried Satistix yet, install the software
now by following the directions in the Installing Statistix section on the next
page. Explore the Satistix menus and play around with the Satistix dialog
boxes used to run statistical procedures. Y ou can open one the sample data
files supplied with Satistix (cholesterol.sx is good one to start with) or
enter asmall data set of your own. Get afed for the program; it'll make it
easier to understand the manual.

Once you' ve experimented with the software, read the rest of Chapter 1.
The section titled The Satistix Menus describes how to use the menus.
Two sections—Datain Satistix and Getting Data In and Out of
Satistix—give an overview of how data are handled. Satistix Dialog
Boxesis an important section that describes how to make efficient use of
the dialog boxes used for model specification.

The Preferences procedures are discussed at the end of this chapter. Use
them to specify your preferences for variable list order, date formats, graph
colors, and other options.

Asyou develop your Satistix skills, make it a high priority to read Chapter
2 on the Data Menu and Chapter 3 on the File Menu. Chapters 4 through 13
describe the statistical analysis procedures available in Statistix—Summary
and Descriptive Statistics; One, Two, & Multi-Sample Tests; Linear
Models; Analysis of Variance; Association Tests; Randomness/Normality
Tests; Time Series; Quality Control; Survival Analysis; and Probability
Functions.

It'sagood ideato at least skim these chapters so that you' re aware of the
range of Satistix’ capabilities. If you come across statistical procedures
with which you' re unfamiliar, study the examples and references until you
have a general understanding of when the analyses would be useful. The
details of how the analyses are performed are unimportant; you can always
look them up when needed. However, to fully utilize Statistix, you need to
know which tools to apply to which tasks.

The Satistix manual provides useful background. Used in conjunction with
appropriate references, it's avaluabl e learning tool.

Statistix User's Manual



Installing Statistix

The Satistix software comes on one CD. You can't run Satistix directly
from the distribution CD. You must install Satistix on afixed disk (hard
disk). You must be running Windows 95 or later to run the Statistix
installation program.

Insert the Satistix CD into your computer. On most computers, the
installation program will start automatically. If it doesn’t, use the Run
command to start the installation program. Type e:setup in the Open box of
the Run dialog. (If your CD isnot e, substitute the correct letter.) Follow
the on-screen instructions to complete the installation. A Satistix folder is
created to store the program files (usually Statistix) and a Statistix group is
created on the Program folder of your Windows Start menu.

To run Satistix, click on the Statistix icon. You can view the ReadMefile
for additional information by clicking on the ReadMe icon.

The Statistix Menus

When you first run Satistix, an empty spreadsheet is displayed and the main
menu appears aboveit. The main menu, or the spreadsheet menu, isvisible
whenever the spreadsheet window is the active window. All of the items on
the main menu are themselves menus. These menus offer avariety of data
management and statistical procedures. An example empty spreadsheet and
menu appears on the next page.

To select a pull-down menu, use your mouse to point and click on the name
of the pull-down menu. Y ou can also select a pull-down menu by holding
down the Alt key and pressing the character underlined in the menu name
(e.g., Alt-Ffor File). Point and click to select amenu item from the pull-
down menu or press the letter underlined in the name.

The File menu includes procedures to open and save Satistix data files, and

to import data from other programs. The Data menu offers a number of
procedures to manipul ate the spreadsheet data including a powerful

Chapter 1, Introduction 3
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Transformations procedure. The Statistics menu lists several topic menus
as shown above offering both basic and advanced statistical analyses. The
Window menu lists the windows within Satistix, which include the
spreadsheet window and results windows. Use the Windows menu to
switch between the windows in Satistix.

Exit Statistix by selecting the Exit procedure from the File menu, or by
clicking on the close button in the upper-right corner of the window.

Before attempting to use a statistical procedure, you must either create a
data set using the Insert procedure on the Data menu, or retrieve a data set
from disk using either the Open or Import procedure on the File menu.

In addition to the statistics menus listed above, the regression, analysis of
variance, and severa of the time series procedures display results menus
after theinitial analysisis specified and computed offering additional
analyses.
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Data In Statistix

Variables and
Variable
Names

Data Types

In this section, we give an overview of how data are handled once entered
into Satistix. The following section describes ways to get your datainto
Satistix. More details about data handling are given in Chapter 2.

Datain Satistix can be viewed as arectangular table of values. The col-
umns of the data table are called variables, and the rows are called cases.

All datain Satistix are referenced by variable names that you assign when
dataare entered. A variable nameisone to nine charactersin length, must
begin with aletter, and can only consist of letters, digits, and the underscore
character. You should assign meaningful variable namesto help you
remember what they represent. There are afew words reserved for other
tasks, such as CASE, M, PI, and RANDOM, that you cannot use as variable
names.

Variable names are used to manipulate the data. For example, anew
variable VOLUME can be created from the variables HEIGHT and BASE
using the Transformations procedure as follows:

VOLUME = Pl + HEI GHT * SQR ( BASE)

Pl and SQR are examples of built-in functions available in Transformations,
which we'll discussin detail in Chapter 2.

Variable names are used to specify the source of datafor statistical

analyses. For example, to specify the regression of HEAT on CHEM1 and
CHEMZ2 using the Linear Regression procedure, select the name HEAT for
the dependent variable. Then select the names CHEM1 and CHEM?2 for the
independent variables.

Satistix can handle four types of data: real, integer, date, and string. A
variable can only contain values of one datatype. The datatype of a
variable is established when you create the variable and can be changed to a
different data type using the Transformations procedure.

The“rea” datatypeis used to represent floating point numbers (e.g.,
1.245). Thisformat isthe most flexible offered by Satistix and is used as
the default data type when creating new variables.

Chapter 1, Introduction 5



Cases and
Data Subsets

Data Set Size

Integer datain Statistix are whole numbersin the range -32767 to 32767.
This data type uses only 25% as much space as the real datatype. You can
use the integer data type instead of the real datatype, when appropriate, to
increase the data set capacity of Satistix. Thiswill also save disk space by
reducing the size of Statistix datafiles.

The “date” datatypeis used to represent dates (e.g., 12/31/1992). See
General Preferences on page 15 for an option to select the order of month,
day, and year.

The“string” datatypeis used to enter alphanumeric data, such asa
subject’s name. String variables can be used as grouping variables for
statistical procedures that compute results by group.

Therowsin therectangular datatable are called cases. The casesare
numbered sequentially. The case numbers are listed on the | eft side of the
spreadsheet window. The Case function in Transfor mations and
Omit/Select/Restor e Cases provides a method to refer to the case numbers.

Sometimes you’ Il want to temporarily work with a subset of all data cases.
The Omit/Select/Restor e Cases procedure can be used to “hide” specified
cases from the system. The subset selection is based on a condition that you
specify.

OMT I F (HEIGHT > 5) AND (\EI GHT < 100)

Until specified otherwise, Statistix only “sees’ cases not omitted using the
omit statement. The cases are not deleted, but hidden. You can easily
restore the hidden cases anytime. Further details on Omit/Sel ect/Restore
Cases are given in Chapter 2.

A Statistix data set is limited to 500 variables and 200,000 cases. The
active Statistix data set must completely fit in the available memory. There
isamaximum file size of 32 MB, which translates to a spreadsheet with
about 4 million cells. Variables and cases compete for space in the data
table. The more cases you have in adata set, the fewer variables you can
add.

Other programs running compete with Satistix for your computer’s

memory. Y ou can free up memory for use by Satistix by closing other
applications.
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Missing Values When data are entered into Satistix, avalue of “M” is used to show a
missing value. When data are displayed, amissing valueis displayed as an
“M”. The M function available in Transformations and
Omit/Select/Restore Cases is used to assign missing values and to make
comparisons to missing val ues.

All Satistix procedures examine the data for missing values and treat them
appropriately. If arithmetic is performed on a variable containing missing
values using Transformations (e.g., A = B + C), the result of the equation
will be missing for the cases that contain the missing values. When a
statistic, such as the mean of avariable, is calculated, only the non-missing
values for the column are used to compute the result. The Linear
Regression procedure will drop cases that contain a missing value for either
the dependent variable or any of the independent variables.

Getting Data In and Out of Statistix

Y ou can use three methods to enter data into Statistix:
1) Keyboard data entry
2) Text, Excel, Lotus 1-2-3, Quattro Pro, Access, dBase, or Paradox
files
3) Satistix datafiles.

Keyboard data entry is performed directly on the spreadsheet window. You
create new variables using the I nsert Variables procedure found on the
Data menu (Chapter 2). Keyboard data entry is often preferred when the
amount of data being entered is small.

Satistix can read text files (also called ASCI| files) created using aword
processor, a spreadsheet program, or some other PC program. Satistix can
also read Excel, Lotus 1-2-3, and Quattro Pro spreadsheet files, and Access,
dBase and Paradox files. Text files provide a standard data exchange
format between Statistix and other programs. Use the Satistix Import
procedure to create or augment data sets using data stored in text,
spreadsheet, or database files. Likewise, Satistix data can be exported to a
variety of programs using the Export procedure.

Chapter 1, Introduction 7



While running Statistix, your data set is temporarily stored in random access
memory (RAM). Before you exit Satistix, you should save your data set
using either the Save or Save As procedure. A Satistix datafileisa
“snapshot” of Satistix' data memory, and it’s an ideal method of storing
data sets for future Satistix analyses. The advantages of Statistix data files
are that they can be read and written very rapidly; are compact in terms of
the disk space occupied; and preserve such Satistix information as variable
names, labels, and the case omit status. Satistix datafiles are described in
more detail in Chapter 3. Satistix data sets are retrieved using the Open
procedure.

A Satistix data set is dynamic. You canincrease or decreaseitssizein a
variety of ways. For example, you can delete cases and variables when you
no longer need them to conserve space. New cases and variables can be
added from the keyboard, imported from text and spreadsheet files, or
merged from Satistix datafiles. You'll often use Transfor mations to
create new variables. Some of the statistical procedures can produce new
variables, too. For example, Linear Regression can save residuals and
predicted values as new variables. A Statistix datafile can be saved at any
time.

Satistix 8 can open datafiles created by earlier versions of Satistix.
However, earlier versions of Statistix can’t open Statistix 8 files. The Save
As procedure includes an option to save data using an older file format for
backward compatibility (see Chapter 3).

Statistix Dialog Boxes

Once you select a procedure using the menus, a dialog box is displayed on
your screen. A dialog box isawindow you useto instruct Satistix on the
details of a data management operation or statistical procedure.

Satistix dialog boxes look like the dialog boxes you’ ve seen in other
Windows applications. They contain the familiar buttons, check boxes, list
boxes, and edit controls.

Toillustrate, we'll examine the dialog box for the Linear Regression
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Variable
Name
Selection

Chapter 1, Introduction

procedure displayed below. Like most Statistix dialog boxes, this onelists
the data set variablesin alist box with the heading Variables. Y ou specify
the regression model by moving variable names from the Variables list box
to the Dependent Variable, | ndependent Variables, and Weight Variable
list boxes.

Linear Regression E3 |

Wariablex Dependent W ariable

T —

CHEMZ g |
CHEM3 Independent W ariables Cancel
ciews 4 ] wor |

Weight % anable [Opt]

il Ll I— [+ FEit Constant

The example dialog box also has a check box with the title Fit Constant.
Y ou check and uncheck the box by pointing to the box using your mouse
and clicking the mouse button. The model will fit the constant when the
box is checked.

Some Satistix dialog boxes include radio buttons and edit controls. Radio
buttons are a group of buttons where you must select one and only one of
the choices available. An edit control is abox that you use to enter text.

Once you' ve specified the model, press the OK button to compute and
display the results. Y ou can exit adialog box without performing the
analysis by pressing the Cancel button. Pressthe Help button to display
context sensitive help.

Most Statistix procedures require that you specify which variables are to be
used to complete the analysis. Y ou do this by moving variable names from
the Variables list to one or more “target” list boxes. In the Linear
Regression dialog box above, there are three target boxes: Dependent
Variable, Independent Variables, and Weight Variable.



Saving Dialog
Boxes

10

First, highlight a variable namein the Variableslist box: Point to the
variable name using the mouse and click the mouse button once. The
background color changesto show that the variable is highlighted. You
then press the right-arrow button next to the target box to which you want to
move the variable. The nameis deleted from the Variableslist and is added
to the target box.

Y ou can move more than one variable at atime. To highlight several
variables, press and hold down the Ctrl key, and click each variable you
want to select. Once you' ve highlighted all the variables you want, press
the right-arrow button to move them.

Y ou can highlight arange of sequential variables at once. Click the first
variable you want to select, and then drag the cursor to the last item you
want to select. The entire range of variablesis highlighted and can be
moved by pressing an arrow button. The order that the variables are listed
inthe Variableslist box affects the usefulness of this feature. Y ou can have
variables listed in alphabetical order or in spreadsheet order (see page 15).

In some situations you can select and move a variable from one list box to
another by double-clicking on the name. Thisisaquick way to move a
variable, but it can only be used when there' s only one possible destination
for the variable selected. For example, double-clicking avariable in the
Variableslist box in the Linear Regression dialog box on the preceding
page doesn’t move the variable because there are three possible destination
list boxes. However, you can move a variable from the Independent
Variableslist box to the Variables list box by double-clicking on its name,
since the Variableslist box is the only possible destination.

The variable lists, file names, and other details that you enter on adialog
box are automatically saved when you press the OK button. When you
select a procedure for the second time, the data you entered previously
automatically reappear. You can press OK and rerun the same analysis, or
you can make changes to the dialog box. When you save a data set using
the Save procedure, the dialog box details are saved with the spreadsheet
data. When you open the datafile later, the dialog box options specified
earlier are available.
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Results Window

When you specify an analysis using adialog box and then click the OK
button, the analysisis computed. The resulting table or graph is displayed
ina“resultswindow”. The results window for alinear regression analysis

is displayed below.

'_;..'_._'Statisti:l - [Linear Regression - Coefficient Table] ) - 10| x|
Fil= Edit Besulz ‘Window Help 2] =]
BEHES =R

Unweighted Least Sguares Linear Regression of VALUE ;I
Predictor

Variahles Coefficient Std Error T P VIF
Constant 127.966 g.17345 15.66 O.oooo

BEDROOMS 1.42769 Z.17177 0.66 0.5114 1,1
BATHROOMS 33.9791 3.15175 10. 65 O.oooo F..L
LOTIIZE -1.06556 0.31485 -3.39 0.000s5 1.0
E-S3gquared 0.z819 Fezid. Mean Sgquare [(HM3E) 959.49
Adjusted BE-Sguared 0.2759 Standard Deviation 30.975
Source DF S8 M5 F P

Regression 3 134552 44950. 6 46,85 0.00a00

Residual 358 343501 a59.5

Total 36l 475352

Cases Included 362 Missing Cases 0 L]

-

1| | 3

| |2EI varables, |382 cases selected. 362 cazes total, i

Like other windows, the results window can be resized by dragging the
sides or corners of the window. It has minimize, maximize/restore, and
close buttons located in the upper-right corner. When the results can’t fit in
the window, scroll bars appear that you can use to scroll through the report.
Y ou can also scroll the window’ s contents using the arrow and page keys.

When you'’ ve finished with a results window, you'll want to close the
window (athough you can leave it open for later reference). Y ou close the
results window by pressing the close button located in the upper-right
corner, by double-clicking the control button located in the upper-left
corner, or by selecting Close from the File menu.

Results windows have their own “results menus’ as can be seen in the
example above. The results menu replaces the main spreadsheet menu
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when aresults window becomes the active window. The results menu has
five submenus: File, Edit, Results, Window, and Help. The File menu has
Print and Save As commands you can use to print and save reports and
graphs. The Edit menu lets you copy reports and graphs to the Windows
clipboard. The Results menu gives you direct access to the dialog box used
to generate the report; options for changing a displayed graph; and for some
statistical procedures, options for further analysis. The Window menu lists
the windows currently open in Statistix, and can be used to switch control to
adifferent Statistix window. The Help menu accesses the Satistix on-line
help.

There are two ways to print areport or graph displayed in the active
window. Y ou can click on the printer icon on the toolbar, in which case the
report is printed immediately using your printer’s current settings. Y ou can
also select Print from the File menu, in which case the print dialog box is
displayed. Thisway you get a chance to select adifferent printer or change
printer settings such as the page orientation. Y ou can also change printer
settings using the Printer Setup procedure found on the main File menu.

A results window can contain either areport or agraph. You can save both
reports and graphs by clicking on the diskette icon on the toolbar, or by
selecting the Save As command on the File menu. A Save As dialog box
appears, as shown below.

Save As EH |
Save in; IaSlaliStiH j gl

@ choll.txt

@ chol2. b=t

/2 filip. bt

2 hald. et

@ LungCancer. tat
@ Readme. txt

File name: |F|egsH epl

Save az type: ITe:.:t Files [*.txt) j Cancel |

Reports can be saved astext files or rich text files (RTF) . Text filesare
plain ASCII files. RTF files contain text formatting information including
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The Results
Menu

font names and sizes. Both formats are standard file formats used by many
Windows programs including Wordpad, WordPerfect, and Word. Reports
saved astext or rich text files can be viewed and printed using the View
Text File procedure found on the Satistix File menu (see Chapter 3).

Graphs can be saved using a choice of graphics file formats: Windows
Metafile (WMF), Enhanced Metafile (EMF), or Windows bitmap (BMP).
The WMF and EMF formats produce compact files that can be imported by
many Windows programs including word processing and spreadsheet
programs. Bitmap files are generally larger, but are supported by many
programs including the Windows Paint program.

There are two ways to select a graphics format when saving agraph. One
way isto select the format from the pull-down list titled Save asfile type.
Y ou can also specify the format you want by including the corresponding
file name extension (.EMF, WMF, or .BMP) when you enter the file name.

When you click on the Results menu for the Linear Regression results
window pictured on page 11, the resulting pull-down menu offers several
opportunities for further analysis.

Besults

LCoefficient Table

Comparizon of Regrezsian Lines
Dwrbin wiatzon Statiztic

Predichan...

Marmal Probability Flot
Save Residuals... Simple Begrezzion Flot
Senzitivity. . Std Resids By Fitted Walues
Stepwize ADV T able Std Resids Time Senes
War-covar OF Betas Titles...
Opions... Graph Preferences...

The menu choices offer additional tables of results, plots, and the option to
save residuals. Most of the statistical procedures don't offer further
analysis, but all of the Results menus contain the last menu item shown:
Options. Selecting Options from a Results menu brings back the dial og box
used to specify the analysis. This givesyou direct accessto the dialog box
and a convenient way to make modifications to the model specified.

Be sure to look at the Results menus or you may be overlooking
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opportunities for further analysis. The procedures that offer further analysis
after theinitial results are displayed are listed below:

All analysis of variance procedures
Exponential Smoothing
Kaplan-Meier

Kruskal-Wallis One-Way AQOV
Linear Regression

Log-Linear Models

Logistic Regression

Moving Averages

Poisson Regression

Proportional Hazards Regression
SARIMA

Two-stage Least Squares Regs

Procedures that produce a graph have an additional item on the Results
menu that you can use to modify the titles that appear on graphs. Selecting
Titles from the results menu displays the Titles dialog box as shown below.

Titles

Main Title ISimpIe Regrezsion Plot

Subtitle |

Left Side IEhaIestemI Concentration

Bight Side |

Buattam I."—".ge in'rears

Foothote IEDNE =91.572+ 25140 * AGE  359% conf and pred intervals

Y ou can edit, add, and delete titles from the graph. Pressing the OK button
redisplays the graph with the new information. Pressing the Reset button
resets all thetitles back to those generated automatically by Statistix.

The Window menu that appears on the results menu, as well asthe main
spreadsheet menu, lists all of the Statistix windows.

Wwindow

LCazcade

Tile

Arrange icons
Cloze al

1 CASxwAHALD S
2 Partial Correlations
v 3 Linear Regression - Coefficient T able
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One of the Statistix windows listed is the spreadsheet window (HALD.SX
in the example on the preceding page). Select the spreadsheet window from
the menu to gain access to the spreadsheet menu containing the Data and
Stati stics menus.

Preferences

The Preferences procedures are used to configure Statistix to your taste.
Y ou can select variable order, date format, and graph colors. Once you've
made your selections, they remain in effect until you change them again.

General Use the General Preferences procedure to select variable order, date format,
Preferences and report font attributes.
x|

Wariable List Order

* Alphabetical Order
" Spreadshest Ornder

Cancel

™ Repaort Yarable Mames in Al Caps Help

rDate Format————————
& Month/Dawear
' Dap/Monthear
" Year/Month/Day

Reset

B
[ Gem |

[ Create backup Statistix files
—rear Formal—————————

* 2 Digits Report Font Hame
4 Digitz I j
LCentury Cutoff for 2-digit Years Fiepart Font Size

Satistix displays the variable names of the open datafilein alist box for
most data management and statistical procedures dialog boxes. The
variable name list can be kept in a phabetical order or in spreadsheet order.
If you select spreadsheet order, you can reorder the variables using the
Reorder Variables command on the Data menu (see Chapter 2).
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Variable names are stored using both upper and lower case letters. Check
the Report Variable Namesin All Caps box if you'd prefer to have variable
names displayed using al capital |ettersin reports.

Select the date format you want to use for both data entry and reports—
month/day/year, day/month/year, or year/month/day. Y ou can also have
dates displayed using either two or four digits for the year. Dates entered
with two-digit years less than the Century Cutoff for 2-digit Yearsvalue
will be entered as 21* century dates.

Check Create backup Statistix filesif you'd like Statistix to create a backup
file each time you save a Satitix file using the name of afile that already
exists. Backup files have the extension .~sx.

Y ou can select the font used to display reports from the Report Font Name
drop-down list. Y ou can also change the Report Font Size.

There are many options regarding Statistix graphs. These options can be
changed by selecting Graph from the Preferences menu. The dialog box is
displayed below.

Preferences: Graph x|
—Calar —Faint Symbal
Aniz Single-Pair S catter IF'Ius "I
Cancel
Titles Scatter Plat #1 IEircIe 'I

Help
Scatter Plot #2 I Square - I

Fieset
Sequence Plot #1 IEircIe "I =
Sequence Plat #2 ISquare 'I

Bar Foreground

_ b |
=

Bar Background

. H__ EEN _EENR

Series #1
Szl Biar Fill Pattern | 5lash -]
Series #3 Fort Hame I.t'-‘«rial j
Seres f4 ¥ &uto Scale Font Sizes [~ Dizplay Grid Line
Series #5 Title Font Size I [ Display Data Set Label
: Auiz Title Font Size I [ Frint In Colar
Seriez HE
Az Label Faont Size I [¥ Save In Color
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Y ou can select the colors used to display the various components of a graph.
Press a color button to change the color of the corresponding component. A
color dialog box will appear from which you can select abasic color, or
create a custom color.

Y ou can use a number of symbolsto mark pointson X-Y plots (plus, start,
circle, square, etc.). The Single-Pair Scatter is used to plot points on
scatter plots when thereisonly one X-Y pair of variables. If thereis more
than one X-Y pair, Satistix uses different symbols to mark the different X-
Y pairs. You can select the symbols you want for the first two X-Y pairsin
multi-pair scatter plots. Satistix will select the remaining symbols for plots
with more than two pairs.

Select the symbol you want Satistix to use for sequence plots (time series
plots and control charts). You can plot up to seven series on asingle plot
using the Time Series Plot procedure. Y ou can select the symbols to mark
the points for the first two time series variables plotted. Statistix will select
the symbols for the others when more than two variables are used.

Select your preference for the Bar Fill Pattern. It will be used to shade the
inside of the barsin histograms, error bar charts, and Pareto charts.

Y ou can select the font name for text that appears on graphs. Check the
Auto Scale Font Sizes box to have Satistix scal e text to fit the graph. If you
want smaller or larger fonts, uncheck the box and enter specific values for
titles, axistitles, and axis labels.

There are also options to display grid lines, display the data set label at the
top of graphs, print in color, and save graphsin color.
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Data Menu

Inzert 4
Delete 4

Fill...

Tranzsfarmations. .. Chrl+T
Recode...

Indicator Y ariables. .

Stack...

Unstack. ..

Transpoze. .

Omit/Select/Restore Cazes...
Sort Cazes...
Rename ‘ariables. ..

Beorder W ariables...

Calurin Formats. .
Labels 4

The Data Menu procedures are used to enter data and manipulate data
already entered into Satistix. The Data menu is available whenever the
spreadsheet window is active.

The Insert procedures are used to add variables and cases to the active
spreadsheet. Useit to create new datafiles.
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The Delete procedures are used to remove variables and cases from the
active spreadsheet. Cases can be deleted by specifying arange of case
numbers, or all omitted cases can be deleted.

The Fill procedureis used to fill consecutive cells with asingle value.

The Transformations procedure is used to modify the values of existing
variables and to create new variables using algebraic expressions and built-
in transformation functions.

The Recode procedure is used to change alist of values of an existing
variable to asingle new value.

The Indicator Variables procedureis used to create variables that use the
values 0 and 1 to indicate the absence and presence of afactor.

The Stack operation stacks severa variables end-to-end to create asingle
long variable. The Unstack operation unstacks one variable into several
shorter ones.

The Transpose operation transposes a table of datareversing the roles of
variables and cases.

The Omit/Select/Restor e Cases procedure lets you “hide” or “omit”
specified cases from the program. These rows are ignored by Statistix,
although they can be restored at will. If acaseis not omitted, we say that
the case is selected. The omit status of a case refers to whether it is omitted
or selected.

The Sort Cases procedure is used to sort the cases of a data set based on the
values of one or more variables.

The Reorder Variables procedureis used to reorder the variables as they
appear on the spreadsheet | eft to right.

The Column Formats procedure is used to control the column widths and
numerical formats used to display each variable.

The Labels procedures are used to enter a data set label, variable labels, and
value labels. These labels appear on reports.
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Spreadsheet
Window

The current Satistix data set is displayed in the spreadsheet window. The
file name appearsin the window’ s title bar. Theword “Untitled” appearsin
the title bar for a new data set that hasn’t been saved yet. The variable
names appear along the top of the spreadsheet window, and the case
numbers appear aong the left margin. Both selected and omitted cases
appear on the spreadsheet. The case numbers of omitted cases are dimmed
to remind you that the cases are omitted. The values of omitted cases can
be changed.

;;'."::Stalistix - [C:vsxwiCholesterol sx]
ﬁEile Edit Data Statistics Preferences Window  Help _|E'|5|

EEHES 4B

MAkE STATE | BIRTHDATE AGE COMC | AGECLASS | COMCL: = |
[ 3 1 14, 11/28/1945 46 181 40
2| Fisher, E 1, 114021333 52 228 50
3 Haley, J 1, 054101953 39 182 30
A Hickman, D 14 104231326 ES 243 (=]
5[ Johnzan, b 14 M0 A33e 54 253 50
E{ Johnzan, & 14 1140471958 33 20 a0

7| Lettle, B 14 /061343 49 121 40 |
8 Payne, P 14, 11/211915 7B 335 7
9l Sellman, G 14, 104201920 71 224 7
10( Stadt, S 1, 071641950 41 112 40
11| Tharmn, J 1, 1141641333 58 183 50
12| Baur, J HE 124241973 18 137 10
13| Christianzon, E | ME 104231347 44 173 40
14{ Farrow, C HE 104141958 33 177 30

15( Greer, R HE 114281913 g 21 70 =

| Modified |?' wariables. |3EI cases selected, 30 cazes total L

When the spreadsheet window is the active Statistix window, you can enter
datain the cells, scroll through the data using the scroll bars, and

mani pul ate the data using the Data procedures described in this chapter.

Y ou can make the spreadsheet window the active window by clicking
anywhere on the window using your mouse if part of the window isvisible,
or by selecting it from the Window menu on the main menu bar.

The cell at the current position in the spreadsheet is highlighted. The value
at the current position can be changed simply by entering a new value and
pressing Enter. Enter the letter M for missing values for integer, real, and
date variables. To partially change the value of a cell without retyping the
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entire entry, first highlight the cell, then press F2 or click on the stringin
the highlighted cell. Press Esc to undo the changes to the current cell.

Y ou can move the current position around the spreadsheet using the arrow
keys, page up, and page down keys. Y ou can move the current position to a
different cell by clicking on that cell with your mouse.

The spreadsheet window can be manipulated in the same manner as other
windows. It has the minimize, maximize/restore, and close buttonsin the
upper right corner of the window. Y ou can resize the spreadsheet window
by dragging a corner of the window with your mouse. Y ou can move the
spreadsheet window by dragging the title bar with your mouse.

Satistix can handle four types of data: real, integer, date, and string. A
variable can only contain values of one data type.

The “real” datatype isused to represent floating point numbers in Statistix.
Thisformat isthe most flexible offered by Satistix and is used as the
default data type when creating new variables.

Integer datain Statistix are whole numbersin the range -32767 to 32767.
This datatype uses only 25% as much space as the real datatype. You use
the integer data type instead of the real datatype, when appropriate, to
increase the data set capacity of Satistix. This also saves disk space by
reducing the size of Statistix datafiles.

The“date” datatypeis used to represent dates. The “string” datatypeis
used to enter alphanumeric data, such as a subject’s name. String variables
can be used as grouping variables for statistical procedures that compute
results by group.

When typing numbers using Statistix, you can enter a number in either
decimal format (e.g., 2.45) or exponential format (e.g., 1.23E+05). Enter
the letter M to indicate a missing value for integer, real, and date variables,
but not for string variables. A blank string is the missing value equivalent
for string variables.

A variable’ s datatypeis established when you create it. VVariables can be
created using several of the Data procedures discussed in this chapter
including Insert Variables and Transfor mations. Variables are a'so
created using the Import procedure discussed in Chapter 3. Y ou indicate

Statistix User's Manual



Edit Menu

the data type of anew variable by typing theletter I, R, D, or Sin
parentheses after the variable name for integer, real, date, or string. String
types require a number after the letter S to indicate the maximum length.
For example, FirstName(s12) creates a string variable named FirstName
with maximum length 12.

In addition to the data management procedures listed on the Data menu, you
can manipulate the spreadsheet data using the Cut, Copy, and Paste
commands on the Edit menu. The Cut and Copy commands copy selected
spreadsheet cells to the Windows clipboard, and the Paste command
retrieves information from the clipboard. Y ou can use these commands to
move a block of cells from one place on the spreadsheet to another, or to
export the block to another Windows application. Y ou can also import data
from other programs via the clipboard using the Paste command.

& Cut Ctrkex
Copy Chl+C
E Pazte Chrl+

Select Al Chil+a,

Before you can use the Cut and Copy commands, you have to select part of
the spreadsheet to cut or copy. Use your mouse to select cases, variables, or
arectangular block of cells. To select asingle case, click on the narrow
row-bar located just left of the case numbers. Thewhole caseis
highlighted to show that it's selected. Y ou can select arange of cases by
clicking on the row-bar for the first case in the range, and dragging the
mouse to the last case in the range. Y ou can select noncontiguous cases,
hold the Ctrl key down and click on the row bar for the cases you want to
select.

To select avariable, click on the variable name at the top of the spreadsheet.
To select arange of variables, click on the first variable name, then drag the
mouse to the last variable name in the range. To can select noncontiguous
variables, hold the Ctrl key down and click on the variable names you want
to select.

To select asingle cell, click on that cell. To select arange of cells, click on
one corner of the rectangle, then drag the mouse to the opposite corner of
the rectangle. NOTE: To begin selecting arange of cells, you must point
your mouse to the extreme left side of the starting cell. The mouse cursor
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will change direction, then press and hold the mouse button and begin
dragging. The cells are highlighted as you drag the mouse so it’s easy to
see what you’ ve selected.

Once you' ve selected cases, variables, or cells, use the Cut or Copy
command to copy the selected data to the clipboard. The Cut command
copies the selected cellsto the clipboard, and then del etes them from the
spreadsheet. The Copy command copies the selected cells to the clipboard
without deleting them. The information remains on the clipboard until you
next use the Cut or Copy command in Statistix or another Windows
program. Press Del deletes the selected cases, variable, or cells without
first copying the information to the clipboard.

Information on the clipboard, whether it was copied there from Satistix or a
different program, can be pasted anywhere in the Statistix spreadsheet. To
paste information, first click on acell to select theinsertion point. Then,
select the Paste command from the Edit menu. The pasted data overwrites
the data of existing variables starting at the current position. When pasting
data on the spreadsheet, keep in mind that the data must be consistent with
the data types of the target variables.

When you're pasting data into an empty Statistix spreadsheet, Statistix will
create new variables to hold the data. The first row of the clipboard data can
be used for variable names, but the names must conform to the rules of
Satistix variables names. Names must start with aletter, consist of only
letters, digits, and the underscore character. Variable names can include
datatype information (e.g., lastname(sl5)). If the first row doesn't have
variable names, Statistix will generate names starting with V001.

Insert

24

When you select Insert from the Data menu, a pop-up menu with two
alternatives appears: Cases and Variables. Select Variablesto add
variables to anew or existing data set. Select Casesto insert casesinto an
existing data set.
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Insert Cases

Insert
Variables

Insernt Cazes

First Hew Caze Mumber
|31 Cancel |
Mumber of Cazes to [nzert Help |

r—

First enter the case number where you want to insert the new cases. Then
enter the number of new casesto insert. Press OK.

New cases appear in the spreadsheet window as rows of M’s representing

missing values. Enter your data by typing in the actual values over the M’s.,

Insert Yariables

Wariablez

Cancel

_ b |

Help

Mew Variable Mames
student(z15) examl .. exam3 gradefz1] d

||

The existing variables, if any, arelisted in the Variables list box for your
reference. You list avariable name for each column of data you intend to
enter in the New Variable Names edit control. Variable names must start
with aletter and can contain letters, digits, and the underscore character.
Variable names can be up to nine characters long.

In Satistix, data can be integer, real, date, or string. However, a particular
column can only be used to store one type of data. Y ou can specify the data
type of variables when you list the variable names. Usetheletters|, R, D,
and Sin parentheses after the variable names to identify integer, rea, date,
and string types. String types require a number after the letter Sto indicate
the maximum length. If you don’'t specify a datatype, real is assumed.
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In the dialog box on the preceding page, the variable STUDENT isastring
variable with a maximum length of 15 characters and the variable GRADE
isastring variable with length 1. No datatypeis specified for the variables
EXAM1, EXAMZ2, and EXAM3, so they are assigned the real datatype.

Thevariablelist EXAM1, EXAM2, and EXAM 3 was abbreviated using
what we call VARO1 .. VAR99 syntax. A datatype entered at the end of
thelist isapplied to al of the variablesin thelist (e.g., Q1 .. Q15(1)).

After listing the variable names, press OK to begin data entry. For a new
data set, an empty spreadsheet will appear, as in the following example.

File Edit Data Statistics Preferences Window Help

EEHE| {2e

$ Untitled

| Modified |5 variables. |1 case selected. 1 case total. i

To enter data, simply enter values for each cell and press Enter. Pressing
Enter or Tab advances the cursor toward the right. Press Shift-Tab to move
to the left. Pressthe up arrow to move up and the down arrow to move
down. Enter theletter M for missing valuesin integer, real, and date
variables, but not for string variables.

Y ou can use the arrow keysto go back and correct errors anytime. Simply
typein anew value over the existing valuein acell. Press F2 to edit the
string at the current cell. Y ou can also move to adifferent cell by clicking
the mouse on that cell.
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Delete

Delete Cases

Delete
Omitted
Cases

Select Delete from the Data menu to delete cases or variables. Y ou will be
presented with a pop-up menu giving you four choices. Cases, Omitted
Cases, Selected Cell, and Variables.

Use the del ete cases command to del ete one case or to del ete a contiguous
block of cases.

Delete Cases E3 |

First Caze Mumber to Delete

I? Cahcel |
Last Caze Mumber ta Delete Help |
|1 2

Enter the first and last case numbers of the range of cases you want to
delete, then press the OK button.

An easier way to delete casesis to highlight one or more cases using your
mouse, and then pressing the Delete key. To select asingle case, click on
the narrow row-bar located just left of the case numbers. The whole caseis
highlighted to show that it's selected. Y ou can select arange of cases by
clicking on the row-bar for the first case in the range, and dragging the
mouse to the last case in the range. Y ou can select noncontiguous cases,
hold the Ctrl key down and click on the row-bar for the cases you want to
select.

Y ou can also delete all omitted cases. This method of deleting cases gives
you greater flexibility in selecting which casesto delete. The
Omit/Select/Restor e Cases procedure discussed later in this chapter can be
used to omit cases based on data values rather than case numbers.
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Selected Cells

Delete
Variables
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This procedure lets to delete an arbitrary rectangle of cells, and optionally
shift the remaining cells up or to theright to fill the void. First highlight the
cellsyou want to delete. To select asingle cell, click on that cell. To select
arange of cells, click on one corner of the rectangle, then drag the mouse to
the opposite corner of the rectangle. NOTE: To begin selecting arange of
cells, you must point your mouse to the extreme left side of the starting cell.
The mouse cursor will change direction, then press and hold the mouse
button and begin dragging. The cells are highlighted as you drag the mouse
so it’s easy to see what you’ ve selected.

Once you' ve highlighted arange or cells, select Delete Selected Cells from
the Data menu (or press the Delete key), and the dialog box shown below

appears.

Delete Selected Cells

Shift Cells——————
& Shift Cells Left

¢ Shift Cells Lp
= Don't Shift Cells

Cancel |
Help |

Select one of the Shift Cellsradio buttons. Select Shift Cells Left to have
data to the right of the deleted rectangle shifted left. Select Shift Cell Up to
have data bel ow the deleted rectangle shifted up. Select Don’t Shift Cells
to fill the deleted cells with missing values.

Delete Variables |
Wanables Delete Warnables

AGE | p | BED
BASE — FUEL

BATH
cic <

Cancel |
EIE
FIREPL Help |
GARAGE
HEAT
LOCATE
LOTSIZE
MODEBATH
MODEIT

POOL
ROOMS =]

Move the variables you want to delete from the Variables list box on the
left to the Delete Variables list box on theright. First highlight one or more
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variables in the Variables box, then press the right-arrow button to move
them. You can move a single variable by double-clicking on the name with
your mouse. Press the OK button to del ete the variables in the Delete
Variables box.

An dternative method of deleting variablesisto highlight one or more
variables using your mouse, and then pressing the Delete key. To select a
variable, click on the variable name at the top of the spreadsheet. To select
arange of variables, click on the first variable name, then drag the mouse to
the last variable name in the range. To can select noncontiguous variables,
hold the Ctrl key down and click on the variable names you want to select.

Fill

The Fill command is used to fill a number of contiguous cellswith a
particular value.

Fill

Fill Ditection————
o Cancel
" Right 4|

Help

Mumber of Cellz
I‘l 1]

Fill W alue
[n.o

Cellswill befilled starting at the current position. First select the direction
in which you want the filling to proceed from the Fill Direction radio
buttons, either down or right. Enter the number of cellsyou want to fill in
the Number of Cells edit control. Enter the value you want to usto fill the
cellsin the Fill Vaue edit contral. If you select Down for the fill direction,
new cases will be added to the bottom of the spreadsheet if necessary. If
you select Right, then filling will automatically wrap around when the end
of acaseisreached and will continue on the next row.
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Specification
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This powerful procedure is used to create new variables or to alter the
values of the existing ones. It has two general forms: simple assignment
and conditional assignment using the If-Then-Else construct.

If you're not familiar with arithmetic and logical expressions, you should
read the Arithmetic and L ogical Expressions section at the end of this
chapter.

Tanstomations x

Warniables Functions

AGE ol Abslx) -
CONC T Anglefx]
STATE Auczin(x]
Help | Arctan(x]
Atkinzon(x]
Capitalizefz)
conclasz = 40 * tunc{oconc/40) ZI Caze
Catfi)
Copylz.i.]
Ll il Cioslx)
Count[x)
CumSurm(x] k]
[rate(s)
Go LClear Dray(]
Drapofufeakw)

Ermor: Unknowe warisble or function TUMC, g;?flﬁ:tfi[ﬁdl’”

L urfus] ll

Tranzformation Expression

The Transformations Expression edit control in the center of the dialog
box is where you build your transformation. The data set variables are
listed in the Variableslist box on the left. The Statistix built-in functions
arelisted in the Function list box on theright. Below the Transformation
Expression box is an area where error messages are displayed. The error
message “Unknown variable or function TUNC” in the exampleisreporting
that the built-in function Trunc has been misspelled.

The transformation expression must be typed in manually. Y ou can,
however, select variables from the Variables box and built-in functions
from the Functions box and insert them into the Transformation Expression
edit control at the cursor’s current position. Y ou can move the cursor in the
edit control using the arrow keys or the mouse. To copy a variable name or
function, highlight the variable or function name with your mouse, then
press the corresponding arrow button.
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Simple
Assignment

You're only allowed to enter a single transformation in the Transformation
Expression edit control. The control has several lines so that you can enter
along expression.

Once you've entered an expression, press the Go button. If Satistix finds
an error in your expression, an error message is displayed below the
Transformation Expression box. Edit your expression to correct the error
and press Go again. Pressthe Clear button to erase the contents of the
Transformation edit control.

Clicking on the down-arrow to the right of the Transformations Expression
edit control displays adrop-down list of previously entered expressions.
Selecting an expression from the list copiesit to the main expression box.

Suppose the variable NEWV AR is a new one you want to create or an
existing one that you want to ater. Such avariableiscalled atarget
variable. Inasimple assignment, atarget variableis simply equated with
an arithmetic expression:

{target variable} = {arithnetical expression}

To give a specific example, suppose you want NEWV AR to be the sum of
the variables A, B, and C.

NEWAR = A + B + C

A new variable called NEWV AR has now been created with the sum of the
variables A, B, and C. If avariable called NEWVAR aready exists, the
variable’ s values will be replaced by thesum A + B + C.

A target variable' s name can appear on both sides of an assignment
statement provided the variable already exists.

TARGET = 2.75 + SQRT ( TARGET)

Sgrt isan example of abuilt-in function that computes the square root of the
argument. The built-in functions are described on page 54.

Satistix can handle four types of data: rea, integer, date, and string. Use
the letters|, R, D, and S in parentheses after the name of the new variable to
identify integer, real, date, and string types. String types require a number
after the letter Sto indicate the maximum length. If you don't specify a
datatype, rea isassumed. The examples on the next page illustrate how
integer, date, and string variables can be created.
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Conditional
Assignment

Converting
Variable Types

32

COUNT (1) =A+B+C
DUEDATE (D) = SALEDATE + 30
FULLNAME (S30) = FIRSTNAME + “ " + LASTNAME

Date and string constants must be enclosed in quotation marks. For
example:

SALUTE (S20) = “Ms. " + LASTNAME
LENGTH = LASTDAY - “1/1/95”

On occasion you may want to apply one assignment to the target variable
when some condition is met and another assignment when the condition is
not met. Conditional assignments employing the If-Then-Else construct are
designed for this purpose. Its general form is:

I F {logical expression}

THEN {target variable} = {some arithmetic expression}
ELSE {target variable} = {sone other arithnetic expression}

If aspecified logical expression for a particular case is true, the THEN
clause is performed; otherwise, the ELSE clauseis performed. This
construct is quite flexible, as the following examplesillustrate.

Suppose you want to create a new variable—AGEGROUP—Dbased on the
values of avariable AGE. Youwant AGEGROUP to be the tens digit of
age, but you want to group all ages of 60 or greater into one group.

IF AGE < 60

THEN AGEGROUP
ELSE ACGEGROUP

TRUNC ( AGE/ 10)
6

The three key words—IF, THEN, and EL SE—need not be on separate lines.
A short statement can be written on one line. The EL SE expression can be
omitted from a conditional transformation, in which case the target variable
is left unchanged when the logical expression is not true.

| F AGEGROUP > 6 THEN AGEGROUP = 6
Thelogical expression can include any valid arithmetic expressions, and the
arithmetic expressions can include the target variableif it already exists.

IF (A+ B) <= (1.25 = SIN (Q))

THEN A = 0.0
ELSE A=A+ D+ E

All of the values of a particular variable must be of the same data type,
either integer, real, date, or string. The datatype of an existing variable can
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Missing Values

be changed using atransformation. For example, suppose that the variable
CONC was originally created as areal variable and contains values for
cholesterol concentration. Y ou can convert the variable CONC to an
integer variable using the transformation:

CONC (1) = CONC

If avalue for CONC exceeded the limits for an integer variable (-32767 to
32767), the result would be missing. An integer variable can just as easily
be converted to area variable:

HEI GHT (R) = HEI GHT

Sometimes you end up with string variables that contain numbers or dates.
Since Satistix can’'t do arithmetic using string variables, it’'s best to convert
string variables of these types using the special string conversion functions
Date and Number.

Bl RTHDATE (D) = DATE (Bl RTHDATE)
LEVEL (R) = NUMVBER (LEVEL)

The maximum length of a string variable can be changed using atransfor-
mation. Suppose you had created a variable NAME (S15) but later decided
that 15 characters were insufficient. Y ou could increase the maximum
length using the transformation:

NAVE (S20) = NAME

If anumber used in an arithmetic expression is missing, the result of the
expression isalso missing. After all, you can't perform arithmetic on
numbers that don’t exist. Consider the transformation:

A=B+C

If the value for the variable C is missing for a particular case, the expression
B + Cismissing and the target variable A is assigned the missing value.

In thelogical expression of a conditional transformation, it makes senseto
make tests of equality using missing values. The expressions|F X =Y and
X <>Y are evaluated normaly if either X or Y ismissing. However, a
number can’t be less than or greater than amissing value. Sowhen X or Y
ismissing in an expression like IF X <Y, thelogical expression can’t be
evaluated and the target variable is assigned a missing value.

The treatment of missing valuesis discussed at greater length in the
Arithmetic and L ogical Expressions section on page 49.
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Omitted
Cases

Cases omitted using Omit/Select/Restor e Cases are ignored when a
transformation is performed. If the target variableis a variable that already
exists, omitted cases retain their old values, i.e., they are not transformed. If
the target variable doesn’t already exist, omitted cases are assigned the
missing value when the transformation is performed.

Recode

34

The Recode procedure is used to replace (or “recode”) alist of values of a
variable with a new value. It's most useful when you want reduce the
number of values a variable has by replacing them with new values that
identify groups of the original values.

x
Wariables Source Yariable

il Ll [u0z T

0K
Destination Y ariable |
Qo = Cloze
G0z 4| ) IQD3grc-u|:-[sE]
j J J LClear |

Oldvalues Mew Yalues Help |
I'I 2 I|DW

|3-E Imedium
7+ [high

First select the variable you want to recode from the Variables list and copy
it to the Source Variable box. Next, identify the Destination Variable. You
can select an existing variable, or enter the name of anew variable. The
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source and destination variables can have any data type (integer, real, date
or string) and they needn’t have the same type.

Finally, enter lists of values of the source variable in the column of boxes
titled Old Values, and a corresponding new value for the destination
variable in the column of boxestitled New Values. When entering alist
into an Old Values box, separate values with commas or spaces. Y ou can
specify arange of values using adash (-) or colon (:). Use the plus sign to
indicate an open ended range of values. When listing the values of a string
variable, long strings, or strings that contain spaces or commas must be
enclosed in quotation marks (e.g., “ George Washington”, “Abe Lincoln™).

Indicator Variables

Anindicator variable (also called a dummy variable) uses the values 0 and
1 to indicate the absence or presence of afactor or condition. This
procedure creates indicator variables based on the values of an existing
variable.

Indicator Yarnables E2 |

Wanables

AGE
AGELWD

DECILE |
AT Cancel

HT Source Yariable
] 4 | 3 | |DE|SE Help |

Lw/T Walue List [Optional]
PTL {51015

RACET Indicatar Yariables

Eﬁ%ﬁ; ’. | lows medium high
SMOKELWD
U

For example, suppose you have a categorical variable named DOSE that
contains the values 5, 10, and 15, and you want to create three indicator
variables named LOW, MED, and HIGH. In the dialog box above, the
variable DOSE was moved from the Variables list box to the Source
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Variable box. Thethreevalues5, 10, and 15 were then entered into the
Value List edit control. The names of the three new variables LOW, MED,
and HIGH were then entered into the I ndicator Variables edit control.

For cases where DOSE has the value 5, the new variable LOW will be
given the value 1; otherwise, the value would be 0. For cases where DOSE
has the value 10, the new variable MED will be given the value 1;
otherwise, the value would be 0. For cases where DOSE has the value 15,
the new variable HIGH will be given the value 1; otherwise, the value
would be 0.

The source variable containing the existing levels can be an integer, real,
date, or string variable. Thelevelslisted for an integer or areal variable
must be nonnegative whole numbers. String valuesin the list of levels must
be enclosed in quotation marks.

Thelist of levels can be omitted if the levels are consecutive numbers

starting with 1. For example, if DOSE had contained the levels 1, 2, and 3,
the Vaue List could have been left empty.

Stack

36

The Stack procedureis used to stack several variables end-to-end to create
asingle long variable.

Datato be analyzed can often be broken down into groups of interest. For
example, you may be interested in cholesterol concentration by age group,
or fat absorption of doughnuts by the type of fat used in cooking. There are
two ways data of this type can be presented. One method is to store the data
for each group in its own variable. A second method isto put all the data
into one variable, and use a second categorical variable to identify the
groups. You can use the Stack procedure to transform data stored in the
first format to data stored in the second format.

An example of the Stack dialog box appears on the next page. First, move

the names of the variables you want to stack together from the Variableslist
box to the Source Variables list box. Then, enter the name of a new or
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existing variable to capture the stacked datain the Destination Variable
box.

Y ou can also specify aClass Variable. The classvariable isassigned a
number for each source variable, starting with number 1 for the first source
variable. You can use it to tell from which source variable each item of
datain the destination variable originated.

Stack E3

Wariablez Source Wariables

1 12

Cancel

Help

_ e |

Liestination % ariable
‘ | } | Iu:u:unu:

Clazz W ariable [Optional)

A

In the example dialog box above, the variables QUICK and STANDARD
are selected as the source variables. A new variable CONC has been
entered as the destination variable. The new variable METHOD has been
entered as the class variable and will capture the group numbers 1 and 2 for
the source variables QUICK and STANDARD, respectively. The resulting
data set, which contains both the original variables and the new variables, is

presented below.
QUI CK  STANDARD CONC METHOD
23 25 23 1
18 24 18 1
22 25 22 1
28 26 28 1
17 M 17 1
25 M 25 1
19 M 19 1
16 M 16 1
M M 25 2
M M 24 2
M M 25 2
M M 26 2
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Unstack

The Unstack procedureis used to break one long variable into two or more
shorter variables. The datain the original variable is divided up between
the new variables based on the values of a class variable.

The Unstack procedure is the reverse of the Stack procedure discussed on
the preceding page. We'll illustrate the Unstack procedure using the same
data presented above.

Wariables Source Variable

T

Class Wariable Cancel |
I METHOD
il Ll Help |

L estination * ariables

} | quick. ztandard

Suppose you start with the variables CONC and METHOD, and you want to
make the two variables QUICK and STANDARD. You'd use the Unstack
procedure to do this, asillustrated in the dialog box above. Both the Source
Variable and the Class Variable arerequired. The class variable can be any
datatype (integer, real, date, or string). There can be no more than 500
groups. List the Destination Variables. You can use VARL .. VAR99
syntax to abbreviate the list. If there are n values for the class variable, you
must enter exactly n variablesin the list.

Transpose

38

Most Statistix procedures operate on columns of data. Y ou may on
occasion want to obtain statistics for rows of data. The transpose operation
is used to copy data from rows of selected variablesto a new set of
variables, thus reversing the role of cases and variables.
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Thisis best explained using an example. Suppose we have three variables
A, B, and C with four cases of data:

CASE

ENFANN]
o~NAPR >
P oOONT
N

NoO oW

To transpose this table of data, we specify the variables A, B, and C asthe
Source Variables. Since there are four cases, we need four Destination
Variables. Welist the new variables D, E, F, and G, asillustrated in the

dialog box below.

Transpose
Wariahlez Source Variables
3 | A
B i
‘ | C Cancel |
Help |
Destination ' anables
} | defg
The results are shown below.
CASE A B c D E F G
1 1 2 3 1 4 7 10
2 4 5 6 2 5 8 11
3 7 8 9 3 6 9 12
4 10 11 12 M M M M

Note how thevalues 1, 2, and 3, reading left to right for variables A, B, and
C now appear reading from top to bottom for variable D.
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Omit/Select/Restore Cases

40

If you want to analyze a select subset of the cases in Satistix, the Omit/
Select/Restor e Cases procedure lets you temporarily “hide” some of your
data from the program. Once cases are omitted, they are ignored by the
statistical procedures until they are “restored”. Omitted cases can also be
selectively restored using a“ select” statement. The omit status of cases are
saved when you use the Save procedure.

Y ou specify the cases you want to omit using logical expressions. If you're
not familiar with logical expressions, please refer to the Arithmetic and
L ogical Expressions section on page 49.

Omit/Select/Restore Cases x|

Wariables Functions

Age Abalx]
Height Close | Anglefs]

Sen Arcsin(x]
Wweight Help Arctan(x]

Omit/Select/Restore Expression Atkinson(x]
Capitalize[s)

OMIT AGE < 100R AGE » 51 E‘ Caze
Eatli]
Copy(s.i)

Ll il Cozlx]

Count[=]

CumSuml=[ k]l
Datefs]

Clear Bestore | Day(x)

Dayofafeek(x]

Deletef=.1))

o

The Omit/Select/Restore Expression edit control in the center of the dialog
box is where you build your omit statement. The data set variables are
listed in the Variables list box on the left. The Statistix built-in functions
arelisted in the Function list box on the right.

The omit expression must be typed in manually. Y ou can, however, select
variables from the Variables box and built-in functions from the Functions
box and insert them into the Omit/Sel ect/Restore Expression edit control at
the cursor’ s current position. Y ou can move the cursor in the edit control
using the arrow keys or the mouse. To copy a variable name or function,
highlight the variable or function name with your mouse, then press the
corresponding arrow button.
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You're only allowed to enter a single omit statement in the Omit Expression
edit control. The control has several lines so you can enter along
expression.

Once you've entered an expression, press the Go button. If Satistix finds
an error in your expression, an error message is displayed below the Omit
Expression box. Edit your expression to correct the error and press Go
again. Pressthe Clear button to erase the contents of the Omit Expression
edit control.

Clicking on the down-arrow to the right of the Omit Expression edit control
displays a drop-down list of previously entered expressions. Selecting an
expression from the list copiesit to the main expression box.

Y ou can enter three types of statements: “omit”, “select”, and “restore’”.
The omit statement has the general form OMIT {logical expression}.
Likewise, the select statement has the form SELECT {logical expression}.
Therestore statement is simply the word RESTORE, which instructs
Satistix to restore the omit status of all cases to be selected.

The omit status of a case can be either selected or omitted. When a data set
is created, al cases are selected. Y ou can use the omit statement to
selectively omit cases that currently have the status selected; the omit state-
ment doesn’'t change the status of cases already omitted. Use the select
statement to change the status of omitted cases back to selected; the select
statement doesn’t change the status of already selected cases.

Once you've entered and successfully executed an omit expression, a
message box reports the number of cases omitted or selected. The number
of cases currently selected is displayed on the status bar that appears at the
bottom of the Statistix window.

The successful omit or select expression remains in the Omit Expression
edit control and can be edited to create a new omit expression. To delete a
previous expression from the edit control, press the Clear button.

The effects of sequential omit expressions are cumulative; a second omit
expression will only act upon the cases not omitted by the first expression.
Thus, the two expressions “OMIT AGE < 10" and “SEX <> ‘F " entered
one after the other have the same effect as the single expression

“OMIT AGE<100RSEX <>'F".
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The omit expression can be as complex as you like and can span all of the
lines in the edit control. Y ou can press Enter while typing an omit
expression to advance to the next line.

A useful tip for using the omit command takes advantage of the fact that the
arithmetic involving missing values always results in amissing val ue.
Thus, the omit expression

OMT AGE + HEIGHT + SEX + VEIGHT = M

will omit acaseif any of the variables have a missing value for the case and
is easier to type than the alternative:

OMT AGE = MOR HEIGHT = MOR SEX = MOR VEIGHT = M
Please see the Arithmetic and L ogical Expressions section on page 49 for

more information about logical expressions. The built-in functions are
defined on page 54.

Sort Cases

Satistix offers a Sort Cases procedure to sort the cases of a data set into
ascending or descending order based on the values of selected key variables.

Sort Cases |
Wariables Keyariables
COMC ’ | STATE
AGECLASS AGE

COMCLASS
{ | Cancel

Help

Pl

Exclude W ariablez

—Sort Order——
f* Agcending
" Descending

Statistix User's Manual



Highlight the variables you want to use as the key variablesin the Variables
list box and press the right-arrow button to move them to the Key Variables
box. The order in which the variables appear in the Key Variables list box
isimportant. The caseswill be sorted by the first variable first, then by the
second variable within thefirst, and so on.

Any type of variable (integer, real, date, or string) can be used as a key
variable. Sorting using string keysis not sensitive to upper and lowercase
letters (e.g., the keys “lowa’ and “IOWA” will be treated the same).

In most applications, you'll want the cases kept intact so that the values for
the non-key variables are moved to their new positions along with the key
variable values. Occasionally, you'll want to sort the values of avariable
without disturbing the order of some or al of the remaining variables. In
such cases, move the variables you want excluded to the Exclude Variables
list box.

Y ou can have your data sorted into ascending or descending order. Indicate
your preference by selecting one of the Sort Order radio buttons.

Omitted cases are sorted along with selected cases. The omit status of a
case moves with the key variables.
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Rename Variables

Use this procedure to rename variables in your open datafile.

Rename Yariables E3

OLD MAME ME* NAME Iil
D
LT weight

Cancel

HT height 4|

Ul Help
L0t

AGE
PTD
RACE
RACE2 =

Simply type in new variable namesin the New Names box next to the old
names of the variables you want to rename. Leave the space blank for
variables you don’t want to rename.

Reorder Variables

44

The Reorder Variables procedureis used to change the order in which the
variables are displayed in the spreadsheet window. If you' ve selected

Reorder Variables

Wanables Hews Vanable Order

o 2
Rl

STATE
AGECLASS Cancel |
COMCLASS

Help |
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spreadsheet order rather than alphabetical order using the Preferences
procedure (see Chapter 1), it will also change the order that variables are
listed in the Variables list boxes that appear in dialog boxes.

Thevariablesin the Variables list box are listed in the order they currently
appear in the spreadsheet. Y ou move the variables to the New Variable
Order list box in the order you want them to appear in the spreadsheet.
First highlight one or more variables in the Variables box, then press the
right-arrow button to move them. Y ou can move asingle variable by
double-clicking on the name with your mouse. Press the OK button to
reorder the variables.

Column Formats

This procedure allows you to control the column width of datastoredin
variables, and the numerical format of real variables. The widths and
formats you choose affect both the appearance of the columnsin the
spreadsheet window and columns displayed in the Print report (see Print in

Chapter 3).
Column Formats
Wariables
WALLIE 21 “ariable Typs: Real
BED M ic F |
BATH Murnenc Format———— Carncel
ROOME i Autarmatic
AGE I Help |
= o i+ Fived
GARAGE i~ Decimal
EQSEEE i~ Exponential
FUEL -
HEAT - I
FOOL Width 2
EIK
CAL j Decimal Places |'|

First, highlight one or more variable namesin the Variables list box. The
data type of the first variable you highlight appears on the dialog box. Only
variables with the selected data type will be changed. In the example, the
highlighted variable LOTSIZE isareal variable.

Chapter 2, Data Menu 45



46

For string, date, and integer variables, you can only change the column
width (number of characters). For real variables, choose aformat by
selecting one of the four Numeric Format radio buttons, then enter values
for Width and Decimal Places (Significant Digits for decimal and
exponential formats). Be sure to enter a width large enough to account for
the decimal point and the minus sign for negative numbers. Press the OK
button to save your changes.

Y ou can apply a single column format to more than one variable at atime.
To do so, highlight one of the variables you want to format; the current
column format values for that variable appear in the diadlog. Next, highlight
additional variables you want to format. Y ou can do this by clicking on the
variable names while holding down the control key. You can also select a
range of contiguous variables by clicking on the first variable in the range
and dragging the pointer to the last variable in the range while holding the
mouse button down.

The Automatic format displays numbers using an integer format for whole
numbers, or adecimal format when the number contains afraction. For
numbers with afraction, as many digits as possible will be displayed, but
trailing zeros are trimmed. The automatic format works well for data
you've entered manually because the numbers generally are displayed just
asyou've entered them. For computed variables, such as variables created
using the Transformations procedure, the automatic format often displays
nonsignificant digits.

The Fixed format displays numbers in a decimal format with a fixed
number of decimal places.

The Decimal format displays numbers using a decimal format where the
decimal pont is free to move to maximize the number of digits displayed.
Y ou specify the number of Significant Digits.

The Exponential format displays numbers using scientific notation. A
number displayed in exponentia format has two parts, the mantissa and the
exponent. The mantissaisanumber displayed as adecimal number that’s
always greater than or equal to 1.0 and lessthan 10.0. The exponent is
displayed using the letter E followed by asigned integer. The number
represented in this fashion is the mantissa multiplied by 10 raised to the
exponent. For example, the number 4.23E-02 is equal to 4.23 x 10, or
0.0423. You specify the number of Significant Digits, which isthe number
of digitsin the mantissa.
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Labels

The Labels procedure is used to enter or change the current values of three
kinds of labels: the data set 1abel, variable labels, and value labels. These
labels are used to annotate Satistix reports and graphs. After selecting
Labels from the Data menu, you’ re presented with a pop-up menu with the
three selections: Data Set, Variable, and Value.

The File Info report on the File menu (see Chapter 3) displays all of the
labels for the open file.

Data Set Label = The Data Set Label isaone line heading used to describe the data set. It's
printed at the beginning of each Satistix report.

Data Set Label E |
Data Set Label

IEhDIesterDI concentrationdage study of wamen friom bwo states

Cancel Help
Variable Variable labels are descriptive comments for variables. Variable labels
Labels will remind you what data the variables contain and how they were created.

Variable labels are incorporated into the heading of some reports, such as
the stem and leaf plot. They are also used for axislabels for graphs (e.g.,
scatter plots and histograms).

WARIABLE WARIABLE LABEL I

AGE Age inrears
COKC

STATE Chalesteral Concentration Help |
AGECLASS

COMCLASS
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Value Labels
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The variables and variable labels are presented in atable as shown in the
example on the preceding page. Typein your variable labels beside the
corresponding variable names. Variable labels can be up to 40 characters
long.

Valuelabels are descriptive strings attached to individual valuesfor a
variable. For example, coding states using numbers may be convenient for
data entry purposes, (1 for lowaand 2 for Nebraskain the example dialog
below.) Value labels serve as comments to remind you what the codes
represent. These labels also appear in Satistix reports (e.g., cross

tabul ations) to improve readability.

WYalue Labels |
Wariables Source Variable
AGE | | |ST.-’-\TE Claze |
COMC ‘ }
AGECLASS Copy TaVars [Opt]

COMNCLASS i| Ll —
Help |

—Define Label—— Walue Labels
1 lowa

il il Ll 2 Mebraska

|2

Lahel

INebraska

First, highlight the variable of interest and move it to the Source Variable
box. The current value labels of the selected variable, if any, are displayed
in the Value Labels list box. If you want to use the same labels for other
variables, move the variables to the Copy To Vars list box.

To define alabel, enter anumber in the Value edit control, and a string in
the Label edit control, then press the right-arrow button to add the value-
label pair to the Value Labelslist. Vauelabels can be up to ten characters
long.

To delete adefined label, highlight the value-label pair in the Vaue Labels

box, then press the left-arrow button. The value and label appear in the
Define Label edit controls so you have the opportunity to edit the label and
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add it back to thelist.

When you'’ ve finished defining value labels for the source variable, press
the Save button to save the labels. Then select another source variable, or
press the Close button to exit.

Y ou can copy the labels already defined for one variable to one or more
other variables, First, move the variable that has |abels defined to the
Source Variable box. The variable’'s labels are displayed in the Value
Labels box. Then, move the unlabeled variables to the Copy To Varslist
box. Then press the Save button.

Arithmetic and Logical Expressions

The data management procedures Transfor mations and Omit/Select/
Restor e are powerful data manipulation tools. To appreciate the full
potential of Satistix, you must understand the principles of arithmetic and
logical expressions discussed in this section. This material will be familiar
to people who are experienced in either database management software or
programming languages.

Arithmetic The following arithmetic operators are available:
Expressions
A Exponentiation. For example, A * B is A raised to the B-th power.
*  Multiplication. A * B isthe product of A and B.
[/ Division. A/B isA divided by B.
+ Addition. A + B isthesum of A and B.

- Subtraction or reversal of sign. A - B isB subtracted from A. The
expression -A, unary negation, reverses the sign of A.

These operators are used to form arithmetic expressions with constants,
variable names, and built-in functions. A constant is simply a number, such
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Date and
String
Arithmetic

50

as 1.96 or 3.1416. String and date constants must be enclosed in quotation
marks (e.g., “Great Scott”, “10/12/55"). Built-in functions are described in
more detail on page 54.

An example of an arithmetic expressionisA + 2.75 * B, where A and B are
variable names and 2.75 is a constant. Satistix evaluates this expression for
each case by first taking the product of the constant 2.75 and the variable B.
The value of variable A isthen added to get the final result.

The order in which operators in an expression are evaluated is determined
by some simple rules of precedence. The rules of precedence Satistix uses
to evaluate arithmetic expressions are the same asthose used in algebra. If
all of the arithmetic operators in an expression are of equal precedence, they
are evaluated in order from left to right. However, not all operators share
equal precedence. The following table ranks the arithmetic operators
according to precedence.

Highest Precedence: - (unary negation)
N

x, |
Lowest Precedence: +, -

Unary negation has the highest precedence and is always performed first if
it occurs anywhere in an expression. Exponentiation (") is performed next,
followed by multiplication () and division (/). Multiplication and division
are of equal precedence, so the order in which they appear in the expression
determines which is donefirst. Addition (+) and subtraction (-) share the
lowest precedence among arithmetic operators.

Any expression within parentheses is evaluated before expressions outside
the parentheses. For example, in the expression (A + 2.75) * B, thesum A
+ 2. 75 isevauated first and the result is then multiplied by B. Parenthetical
expressions can be nested, with the innermost ones being evaluated first.
Anexampleis(A + B *x (C+ D)) * E.

The simplest arithmetic expression is just a constant or variable by itself,
in which case no arithmetic operators are involved.

Some arithmetic can be performed on dates and strings. A date can be
subtracted from another date to compute the number of days between two
events. For example, AGE = (“05/23/92" - BIRTH) / 365. You can aso
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add a constant to adate. Multiplication and division of dates aren’t
allowed.

Addition can be performed using string variables and constants. For
example, the expression FIRST + “ ” + LAST concatenates the stringsin
the variables FIRST and LAST with a space in between.

Logical When arithmetic expressions are evaluated, they return numerical values by
(Boolean) case. On the other hand, logical expressions return the boolean values
Expressions TRUE or FALSE by case. You, asaStatistix user, will never actually see

the values TRUE and FALSE. What you will see are the consequences of
some action that was based on whether the expression was TRUE or
FALSE, for example, whether a case becomes omitted or not (see
Omit/Select/Restore Cases for details).

We now introduce two new classes of operators—relational operators and
logical operators. These operators are used to construct logical expressions,
expressions that take the boolean values TRUE or FAL SE when evaluated.
Therelational operators are:

= equa to <> not equal to
< lessthan <= lessthan or equal to
> greaterthan  >= greater than or equal to

Thelogical operators are NOT, AND, and OR.

Relational operators require arithmetic expressions for arguments—one to
the left and one to the right of the operator (remember that the simplest
arithmetic expression isjust a constant or avariable name). Relational
operators return the boolean values TRUE or FAL SE when eval uated.
Some typical examples of simple logical expressions using relational
operators are:

A+B>C

A =999

AN345>=B/C

The embedded arithmetic expressions are evaluated before the relational
operators. All relational operators have the same precedence.

Thelogical operators NOT, AND, and OR are used to construct more
complex logical expressions. Logical operators require boolean arguments,
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or to put it another way, the arguments for logical operators must be logical
expressions. (Note: Thisiswhy they are called logical operators; they
operate on logical expressions.) The NOT operator requires only one
argument to the right; both AND and OR require two arguments, one on
either side. Thetruth table below summarizes the action of these operators
(T standsfor TRUE, and F for FALSE).

ARGUNENT
VALUES VALUE RETURNED
X Y XANDY XORY NOT X
T T T T F
T F F T F
F T F T T
F F F F T

In their most general form, logical expressions are built with relational and,
when needed, logical operators. Some further examples of logical expres-
sions are:

(A>B) AND (A =1)
NOT ((A + B) > ©
((A=B) AND (B=0C) OR((A<>D) AND (A < 1.96))

There are often many ways to express the same condition. Use the one that
is clearest to you, not necessarily the most “elegant”. In such expressions,
embedded arithmetic operators are evaluated first, followed by relational
operators. Logical operators have the lowest precedence of any operator.
NOT takes precedence over AND and OR; AND is evaluated before OR.
The order of evaluation is easy to control with the use of parentheses. Be
careful to use enough parentheses to insure that things are evaluated in the
intended order. The following table summarizes the precedence ordering of
Statistix operators and built-in functions.

Highest Precedence:  parenthesized expressions
built-in functions

- (unary negation)
N

*, [

+’ -

= >, <, >, <=, <>
NOT

AND

Lowest Precedence: OR
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Machine
Precision and
Tests for
Equality

Handling of
Missing Values

Computers do not perform decimal arithmetic exactly. While the rounding
error that occurs during arithmetical operationsis usually negligibly small,
there is one situation where it is extremely important: tests for exact
equality. For example, suppose you want to perform the transformation
Y=9xX/9. You might expect Y to equal X, but it may not because of very
small rounding errors. Therefore, it’s not certain that the logical
comparison IFY = X will return the value TRUE. It's safer to perform the
comparison using the expression IF Abs (X - Y) < d, whered is some small
number and Abs is the absolute value function.

Missing values require special consideration when arithmetical or logical
expressions are evaluated. In arithmetical expressions, if any of the
arguments have the value missing, the expression is automatically evaluated
asmissing. Thisisonly reasonable—you can't perform arithmetic on
numbers that don’t exist.

Logical expressions are somewhat trickier. Different actions are taken
depending on the context in which the relational expressionisused. The
following truth table shows the rules used with missing values for
Omit/Select/Restore Cases.

ARGUNENT
VALUES VALUE RETURNED

X Y X=Y XY XY X<Y  X>=Y  X<=Y

M NOT M F T F F F F

M M T F F F F F

The If-Then-Else construct has the same truth tablefor X =Y and X <> Y.
However, it avoids the issue for the other inequalities by assigning the
target variable the value missing.

Y ou may think it would make sense to always assign the target variable the
value missing. After al, how do you decide if two unknown values are
equal? The reason we use these rulesis so you can manipulate the missing
values. For example, perhaps you want to replace all of the missing values
with 0.0:

IF X =M
THEN X = 0
ELSE X = X

Y ou should be aware, however, that sometimes you may not be satisfied
with theserules. Consider, for example:

IF X =Y THEN NEW/AR = 1 ELSE NEWAR = 2
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Built-in
Functions

54

If both X and Y are missing, Statistix will evaluate the EL SE expression and
assign 2to NEWVAR. Yourealy want NEWV AR to be missing as well.
Thisis easily done with a second transformation, as shown below.

IF(X=M OR(Y=M

THEN NEWAR = M

ELSE NEWAR = NEW/AR

Remember that if the value for any variable in an arithmetic expressionis
missing, the expression is evaluated as missing. This can be exploitedin a
variety of ways. For example, suppose you have the variables A, B, C, D,
and Y, and you want Y to be missing whenever A, B, C, or D ismissing.
Oneway of doing thisis:

IF(A=M R(B=M R(C=M R(D=M

THEN Y = M

ELSE Y = Y

But a more compact method is:
IFA+B+C+D=M THENY =M ELSEY =Y

There are 66 built-in functions that can be included in arithmetic
expressions. Most of them require arguments. The arguments of most
functions can be any valid arithmetic expression. Thiswill be represented
as“x” inthe following descriptions. Note that x can include built-in
functions, including the function it is an argument for, such as Sgrt (Sgrt
(x)). If x hasthe value missing when it is evaluated, the function is also
assigned as missing. In afew cases, an integer constant is required for an
argument, such as CAT (5,1). Integer constants are represented as “i” or “j”
in the following descriptions. String constants or variables are represented
as“s’. Therow functions (e.g., Rowmean) require avariablelist for an
argument and are represented as “v1..vn” below. Functions Case, M, Pi,
Random, and Selcase do not require input arguments. The available built-in
functions are listed in the table on the next page.

The function names appear in alist box when you are using the Trans-
formations or Omit/Select/Restore Cases procedures. Functions can be
selected directly from the Functionslist box and inserted into the
expression box. You can aso type in the function name into an expression,
in which case you can abbreviate the function name using enough of the
first charactersto distinguish it from the other function names.
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Abs (x)

Angle (x)

Arcsin (X)

Arctan (x)

Abs(x)

Angl e(x)
Arcsin(x)
Arctan(x)

At ki nson(x)
Capitalize(s)
Case

Cat (i,j)
Copy(s,i,j)
Cos(x)

Count (x)
CumSum( x[, k])
Dat e(s)
Day ( x)

Dayof Week( x)
Del ete(s,i,j)
Diff(x[,i])

Exp(x)
Factorial (i)
GeoMean( x)
Insert(sl,s2,i)
Lag(x[,i])
Length(s)
Ln(x)

Log(x)
LowCase(s)
M

Max ( x)
Mean( x)

Medi an(x)

M n( x)

Modul o(i,j)
Mont h( x)

Nor mal i ze(x)

NRandom( m, sd)
Number (s)
Percentil e(x)

Pi

Pos(s1,s2)
Power ( x,Yy)
Random

Rank( x)

Round( x)
RowCount (v1..vn)
RowMax(v1..vn)
RowMean(v1l..vn)
RowMedi an(v1l..vn)
RowMi n(v1..vn)
RowSD(v1..vn)
RowTot al (v1..vn)

SD( x)

Sel Case

Si n(x)

Sqr (x)
Sqrt(x)
String(x[,i])
Studenti ze(x)
Tan(x)

Tot al (x)
Trunc(x)
Unitize(x)
UpCase(s)
Vari ance(x)
Year ( x)

Zl nverse(x)
ZProb(x)

Most of the functions operate using one case at atime. For example,
Sgrt(x) computes the square root of the expression x, case by case. Some
functions compute a single value for an entire column x. The Mean (x) is
an example of thistype; it computes the mean of the column x. Column
functions are normally used as part of alarger expression (e.g., X -
Mean(x)). The nine column functions are Count, Geomean, Max, Mean,
Median, Min, SD, Total, and Variance.

Most of the functions expect numerical arguments and return numerical
results. There are ten functions that require string arguments (Upcase,

Lowcase, Length, Pos, Copy, Delete, Insert, Capitalize, Date, and Number)
and four functions that require date arguments (Day, Month, Y ear, and

Dayofweek).

A description of each of the functions follows.

Absolute value of x.

Computes the angular transformation (also called the arcsin-square root
transformation) for proportions. Proportions near O or 1 are spread out so as

to increase their variance (Snedecor and Cochran, 1980). The argument x

must be a proportion between 0 and 1. Y ou can apply the function to a
percentage by first dividing the percentage by 100.

Arcsine of X in radians.

Arctangent of x in radians.

Chapter 2, Data Menu

55



Atkinson (x)

Capitalize (9)

Cat (i, j)
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Computes the transformation for the Atkinson score method used to
determine what power transformation, if any, is needed in alinear
regression analysis (Weisberg, 1985). The argument of the transformation
is the dependent variable in the regression analysis. The transformed
variable is added as an independent variable in the regression analysisto
test for a power transformation (see Weisberg for an example).

Capitalizes the first letter of each word in the string s and converts all other
letters to lowercase.

Categorical index generator. This function generates index values. The
integer argument i gives the number of categoriesin theindex, and the
integer argument j is the repeat factor. This function generates the numbers
1throughi, repeating each valuej times. Firstj 1's are generated, then j
2's etc.,, uptoji's. Afteri x| values are generated, the process repeats.

Both i and j must be specified as positive integers.

Some examples are shown below. The example assumes that there are 12
cases in the data set, and all have been selected.

Y =CAT (3,2 Y :11223311,2233

Y = CAT (3,3) Y:111222333111

Y = CAT (4,3) Y :111222333444

Y = CAT (5,1) Y :1,234512345.12

Y = CAT (2,4) Y:111122221111

Although this may initially appear to be arather simple-minded function, it
is extremely useful for creating categorical variables needed for numerous
types of analyses. For example, suppose you have data from arandomized
block design with 4 blocks and 3 treatments applied within each block.
Then suppose your data are ordered such that the 3 observations for block 1
camefirst, followed by the 3 observations for block 2, etc. To create your
block index, you would specify: BLOCK = CAT (4,3). Thetreatment index
iscreated as: TREAT=CAT (3,1).

Note that if the data had been ordered such that the 4 values for treatment 1
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Copy (sii.))

Case

Cos(x)

Count (x)

Cumsum (x[,K])

Date(9)

Day (x)

Dayofweek (x)

Delete(s,i,))

Diff (x, i)

Factorial (x)

camefirst, followed by the 4 values for treatment 2, etc., the indices would
be generated as BLOCK = CAT (4, 1) and TREAT = CAT (3, 4).

Copies|j characters of text from the string s starting at the i-th character.

Caseindex. Caseindicatesthe position of avaluein the dataset. If the
data set is thought of as arectangular table of numbers, the variable names
identify the columns and the case indices identify the rows. Caseis
incremented for cases that are omitted. The Selcase function discussed on
page 60 skips omitted cases.

Cosine of x. Units of x are assumed to be radians. Angles can be converted
from degrees to radians as: RADIANS = DEGREES/ 180 * PI.

Number of usable cases of x. This function returns the total number of
usable cases (i.e., selected and not missing). It isnot arunning counter;
please see Case above for such afunction.

This function istwo functionsin one. When used with a single argument X,
it computes the running sum of x. Thevalueit returnsfor thei-th caseis
the sum of thefirst i cases of x.

When used with the two arguments x and k, it computes the decision
interval cusum. The valuereturned for thei-th case S is defined as
S=max (0, S, +x - K).

Convertsthe string value sto adate value. This function is used to convert
string variables to date variables.

Day of month. The argument must be a date.

Day of week (1 = Sunday, 2 = Monday, etc.). The argument x must be a
date.

Deletes| characters of text from the string s starting at character index i.
Difference of x and x lagged by i cases. The value of this function for the -
th caseisx at casej minusx at case j-I. The argument i may be omitted, in

which casei = lisassumed. SeealsoLag (X, i).

Computes x!
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Exp (x) Exponentiation; e raised to the power x.

Geomean (X) Geometric mean of the column x.
Insert (s1,82,i) Inserts the string sl into the string S2 at character index i.
Lag (x, i) Lag x by i cases. The value of this function for thej-th caseisthe(j - i)-th

case of x. Cases1uptoi receivethevalue missing. Only selected cases
aretreated. If the (j - i)-th case of x ismissing, Lag will return the value
missing for the j-th case. Theinteger lag factor i isoptional; it defaultsto 1

if omitted.

Length (s) Computes the length (number of characters) in the string s.

Ln(x) Natural (base €) log of x.

Log (x) Base 10 log of x. Use the Power function discussed on the next pageto
compute antilogs (e.g., Power (10, x)).

Lowecase () Convertsthe string sto al lowercase.

M Missing value indicator. This can be used to assign avariable a missing

value (e.g., VAR = M). It can also be used to test avariable for missing
data(eg., IFVAR=M).

Max (x) Maximum value of x over all selected cases.

Mean (X) This function returns the mean of x over the selected cases.

Median (x) This function returns the value of the median for x over all selected cases.
Min (x) This function returns the minimum value of x over all selected cases.
Modulo (x, y) Computes the modulus of x by y (the remainder of x divided by y). x andy

may be expressions but must have integer values less than 99,999.
Example: Modulo (12, 5) = 2.

Month (x) The month of the year. The argument x must be a date.

Normalize (x) Normalize scales x such that the sum of al values of x equals 1.
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NRandom (m,
sd)

Number ()

Percentile (x)

Pi

Pos (s1, s2)

Power (x, y)

Rank (x)

Random

Round (x)
Rowcount
(v1..vn)
Rowmax

(v1..vn)

Rowmean
(v1..vn)

Normal random number generator. Generates a normal random number
with mean m and standard deviation sd. See also Random.

Convertsthe string value sto anumber. This function is used to convert
string variables containing numeric stringsto real or integer variables.

Percentile of x. Suppose you have a variable SCORE that contains the test
scoresfor all studentsin aclass. The transformation PSCORE = Percentile
(SCORE) creates a new variable PSCORE that contains the percentiles of
each test score.

The constant pi, 3.1415926.

Returns the starting position of the string s1 where it appearsin the string
s2. If the string s1 does not appear in the string s2, zero is returned.
Example: Pos (“def”, “abcdefg”) = 4.

Raises the value x to the power y. Producesthe sameresult asx *y. This
function is defined for nonnegative values for x and for negative values for
x wheny is apositive whole number.

Ranks of x. The value of this function for the I-th case of x isthe rank of
that case. If some cases are tied, these cases receive the appropriate average
rank.

Generates a uniformly distributed random number on theinterval 0.0 to 1.0.
Y ou change the scale of the random numbers produced by multiplying the
function result by aconstant. See a'so NRandom.

Rounds x to the nearest whole integer number.

Counts the number of nonmissing valuesin the variable list for each case.
Aswith the other row functions described below, the variable list can
include VARL .. VAR99 syntax and the keyword ALL.

The maximum value among the variables listed for each case.

The mean of the variableslisted for each case. The mean is computed
ignoring missing values.
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Rowmedian
(v1..vn)

Rowmin (v1..vn)
RowSD (v1..vn)

Rowtotal
(v1..vn)

SD (x)

Selcase

Sin (x)
Sar (x)
Sart (x)
String (x[i])

Studentize (x)

Tan (x)

Total (x)
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The median of the variableslisted for each case. The median is computed
ignoring missing values.

The minimum value among the variables listed for each case.
The standard deviation of the variableslisted for each case.

The sum of the variables listed for each case. Thetotal iscomputed
ignoring missing values.

Standard deviation of x. This function returns the sample standard
deviation for the column x. Thisis the so-called unbiased estimate of the
standard deviation; the divisor is the squareroot of n - 1, where nisthe
number of usable cases.

Selected case index. Selcase indicates the position of avalue in the data set
with respect to the selected cases. If the data set is thought of asa
rectangular table of numbers, the variable names identify the columns and
the case indices identify the rows. Selcaseisnot incremented for cases that
are omitted. Selcase ranges from one to the maximum number of selected
cases. Casecountsall cases regardless of their omit status.

Sineof x. Unitsof x are assumed to be radians.
Squares the value of x.
Square root of Xx.

Converts anumber or date to its string equivalent. The optional constant i
specifies the number of decimal places when converting numbers.

Studentizes x. A variable is studentized by subtracting the sample mean
from the original values and dividing the deviations from the sample mean
by the sample standard deviation. Once x has been studentized, it'll have a
mean of zero and a standard deviation of one. If x was originally normally
distributed, x will be nearly standard normally distributed after studentizing.

Tangent of x. Unitsof x are assumed to be radians.

This function returns the sum of all selected casesfor x.
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Trunc (X)

Unitize (x)

Upcase (9)

Variance (X)

Year (X)

Zinverse (x)

Zprab (x)

Truncates the decimal portion of anumber. For example, 1.98 when
truncated becomes 1.0.

Scales x so its vector norm equals one. The norm, or length, of avector is
the square root of the sum of the squares of the elements of the vector.

Convertsthe string sto al uppercase.

This function returns the sample variance for x. Thisisthe so-called
unbiased estimate of the variance; the divisor isn - 1, where n is the number
of usable cases.

Year of adate. The argument x must be a date.

Inverse of the standard normal distribution. If the value of the argument x is
between 0 and 1, Zinverse returns the inverse of the standard normal
distribution. That is, the value returned is the z value (standard normal
value) for which the prabability of a smaller value isthe value of x.

The standard normal probability of x. This function returns the probability
of avalue smaller than x from a standard normal distribution. In other
words, this function returns the lower tail probability.
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File Menu

Hew
[ Open... Chil+0
n Save Ctr+5
Save Az

Merge 4
Summany File..

Log...

Impart..
Expart...
Wiew Text File. .

File Info
&5 Piint... Chil+P
Printer Setup...

E nit

Satistix offers flexible and easy-to-use file management procedures. These
procedures are used to manipulate data files stored on fixed disks, diskettes,
and CDs. You'll use the file management procedures to open and save data
files, import data created by other programs, and view text files without
leaving Satistix.

Datathat you create using Satistix are temporary. Datathat you enter,
import, or create using transformations are not stored on disk until you

Chapter 3, File Menu 63



64

explicitly create adisk file to permanently store your Statistix data.

The New procedure is used when you want to create a new Satistix data
file. It closes the current data set and displays an empty spreadsheet.

The Save and Save As procedures are the usual methods of saving Statistix
data. These procedures create a high speed compact binary file
representation of a Statistix data set. Statistix datafiles have the file name
extension “.SX”.

The Open procedure is used to retrieve Statistix datafiles created
previously using the Save and Save As procedures.

The M er ge procedures combines data from your active data set and a
second data set stored in a Satistix datafile. There are three separate
procedures to merge (1) cases, (2) variables, and (3) labels, transformation
expressions, and dialog box settings.

The Summary File procedure is used to create a new Statistix datafile
containing summary statistics of the active data set.

The Log File procedure is used to start recording alog of the Statistix
procedures you will perform.

The Import procedureis used to read data from text, Excel, Lotus 1-2-3,
Quattro Pro, Access, dBase, and Paradox files into Statistix.

The Export procedureis used to create text, Excel, 1-2-3, Quattro Pro,
Access, dBase, or Paradox file versions of your current Statistix data set so
that the data can be accessed by other programs.

The Print procedure is used to print the contents of the active window. The
active window can be the data set window, a report, or a graph.

The File I nfo procedure produces areport that lists detail s about the open
file, such as, variable names, variable types, column formats, variable
|abels, and value labels.

The Printer Setup procedure is used to select the printer you want to use,
and to select printer options, such as, page orientation.

The View Text File procedure is used to view the contents of text files.

Statistix User's Manual



New

The New procedure is used when you want to start a new Satistix data set.
It closes the open data set, if any, and displays an empty spreadsheet. Y ou
then add variables to the new data set using either the Import or Insert
Variables command.

If you have not saved the active data set since it was last modified, a

warning message appears on the screen. This warning gives you an

opportunity to save the active data set before erasing it from memory.
Statistix

® C:ASHWACHOLESTE Sk has been modified. Save changes before closing?

Mo | Cancel |

Press the Yes button to save your data, then close. If your data hasn’t been
given afile name yet, you' |l be prompted to enter one. Press the No button
to close without saving. Pressthe Cancel button to cancel the New
command altogether.

Open

The Open procedure is used to read a Satistix data file previously created
using the Save, Save As, or Summary File procedure. Thefile data set
becomes the active Statistix data set and is displayed on the spreadsheet.
This procedure can’t be used to open data stored in formats other than the
Satistix format. Use the Import procedure described later in this chapter to
import datafrom text, Excel, Lotus 1-2-3, Quattro Pro, Access, dBase, and
Paradox files.

Satistix can only have one data set open at atime. If you already have a
data set open, it will be replaced with the data contained in the file you
open. If you haven’t saved the active data set since it was last modified,
Satistix will warn you and give you a chance to save it.
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The Open dialog box is similar to the open dialogs of other Windows
applications. There' saFile name edit control where you can enter the
name of the file you want to open. There' safilelist that lists the Statistix
filesin the current folder. The name of the current folder is displayed in the
drop-down list labeled Look in.

Open _____________ HE
Laok jr: I [Z] Statistix j ﬁl
abzorb.sx GehanZ.sx Leukemia.sx Ria.zx
airline. sx Goose. sx Litrout. s Rowston. s:
CHD sx Grp.sx LungCancer.sx Split.sx
Chaoleste. sx Guttman. zx rmothers. sx Temp.sx
cof. s Hald. 5= Met sx Trout. s
Ducks.sx Leuk.sx Rat.zx Twins.zx
1] | 3

File narne: | DOpen I
Files of type: IStatisti:-: data files j Cancel |

Y our cursor starts at the File Name edit control. Y ou can enter the name of
the file you want to open, and then press the OK button to open thefile.

You can also select afilefrom thefilelist. Double click on the name of the
file you want to open. Usethe scroll bar to scroll down thelist if thefile
you want isn’t visible. You can changethefilelist to adifferent folder
using the Look in drop-down list. Click on the down arrow on the Look In
list to display thelist of drives and folders on your computer.

Save

66

Satistix datafiles are ideal for saving your Statistix data for future Statistix
analyses. All information about your Statistix datais preserved, including
variable names, case omit status, missing values, value labels, and Statistix
dialog box settings. The Save takes a*“ snapshot” of the data set’ s present
state for future use. Satistix datafiles store the datain a compact binary
format—these files can be read and written rapidly.
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The current file name of your active data set is displayed in the
spreadsheet’ s title bar. If you'vejust created a new data set, then the work
“Untitled” appears on thetitle bar.

If your data set is untitled when you select the Save procedure from the
menu, the Save As dialog box described below is displayed and you'll be
asked to enter afile name. If your data set already has afile name, then that
fileis updated with the current state of your data.

Use the Save As procedure described below if you'd like to save a named
data set but with a different file name.

Save As

Use the Save As procedure to save your Satistix data for future Satistix
analyses. All information about your Statistix datais preserved, including
variable names, case omit status, missing values, value labels, and Satistix
dialog box settings.

The current file name of your active data set is displayed in the
spreadsheet’ stitle bar. If you'vejust created a new data set, then the word
“Untitled” appears on the title bar.

Use the Save As procedure to save an untitled data set for the first time, or
to save atitled data set using a different file name. Use the Save procedure
discussed on the preceding page if you want to update the file using the
name that appears on the spreadsheet title bar.

The Save As dialog box has a File name edit control where you can enter
the name of the new file. There'safilelist that lists the Statistix filesin the
current folder. The name of the current folder is displayed in the drop-
down list labeled Savein.
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Save As EHE |
Save im: Ia Statiztix j ﬁl

abzorb.sx GehanZ.sx Leukemia.sx Ria.zx
airline. sx Goose. sx Litrout. s Rowston. s:
CHD sx Grp.sx LungCancer.sx Split.sx
Chaoleste. sx Guttman. zx rmothers. sx Temp.sx
cof. s Hald. 5= Met sx Trout. s
Ducks.sx Leuk.sx Rat.zx Twins.zx
<] | 3

File narne:

holeste. gy Save I
Save as ype: | Statistix data files j Cancel |

Y our cursor starts at the File name edit control. Y ou can enter the name of
the file you want to create, and then press the OK button to save thefile. If
you don’t specify adrive or path, the current drive and path as displayed in

the Save in box are used. The“.SX" file name extension will be added for

you.

More often than not you' ll want to use anew file name when using the Save
As procedure. But you can select afile from thefilelist. Double click on
the name of the file you want to use to save your data. Use the scroll bar to
scroll down thelist if the name you want isn’t visible. You can change the
filelist to adifferent folder using the Save in drop-down list. Click on the
down arrow on the Savein list to display the list of drives and folders on
your computer.

Satistix 8 files can’t be opened using earlier versions of Satistix. Click on
the Save as type drop down box to select an older file format. Statistix 4
data files can be opened using Satistix 4.0 and later versions (including
Satistix for Windows 1 and Statistix for Windows 2). Satistix 7 datafiles
can be opened using Satistix 7.0 and later versions. Saving data using an
older format will result in the loss of some information. Statistix 7 data
files don't store the transformation expressions history list. Satistix 4 data
filesdon't store dialog box settings.
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Merge Cases

The Merge Cases procedure is used to combine the data of your active data
set with data stored in a second Satistix datafile. Cases of data storedin a
file are appended to the existing variables in the active data set.

There are two steps to using this procedure. The first step isto select the
merge file using the dialog box displayed below.

Mege g

Look in: I i3] Statistin j gl
Abzorb.sx Gehan.sx Leuk.sx Rat.zx
Airline. sx Goose.sx Leukemnia. sx Ria.zx
CHD sx Grp.sx Litrout. s Rowston. s:
Choleste. sx Guttmnan. sx LungCancer.sx Split.z=
cowf. s Hald. s rmothers. sx Temp.sx
Ducks.sx I Met.zx Trout. s
1| | |
File name: |Ht&wt.sw Open I
Files of type: | Statistix data files H Cancel |

Your cursor starts at the File name edit control. Y ou can enter the name of
the file you want to merge with your current data or double-click on afile,
and then press the Open button.

Y ou can also select afile from thefilelist. Double click on the name of
your merge file. Usethe scroll bar to scroll down thelist if the file you
want isn't visible. You can change thefilelist to a different folder using the
Look in drop-down list. Click on the down arrow on the Look in list to
display thelist of drives and folders on your computer.

Once you' ve specified the name of the merge file (HT&WT in our
example), a second dialog box is displayed, as shown on the next page. The
variablesin your current data set are listed in the Variableslist. The
variables found in the mergefile are listed in the Merge File Variables box.

The active data set has three variables named AGE, HEIGHT, and

WEIGHT. Thefile HT& WT has three variables named SEX, HEIGHT,
and WEIGHT. Only cases of variables that match variable names in your
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current data set can be appended (HEIGHT and WEIGHT in this example).

Merge Cases - c:hstatistix\ht&kwt sx x|
Wariables tderge File W ariables
AGE SEx
HEIGHT HEIGHT ;
WEIGHT WEIGHT
Cahcel |
Help |

Press the OK button to start the merge. Once the merge is completed, the
datafor the HT&WT file variables HEIGHT and WEIGHT will be added at
the bottom of the spreadsheet to the active data set variables HEIGHT and
WEIGHT. Sincethe HT&WT variable SEX does not match any variables
in the current data set, its data will be ignored.

Merge Variables

70

The Merge Variables procedure is used to combine the data of your active
data set with data stored in a second Satistix datafile. Variables of data
stored in afile are added to the existing variables in the active data set.

This procedureis best explained with an example. There are two steps.
Thefirst step isto select the mergefile. The dialog box and procedure for
selecting afile are the same as the Merge Cases procedure discussed on the
preceding page.

Once you' ve specified the name of the merge file (we'll use the same

HT&WT file for this example), a second dialog box is displayed, as shown
on the next page.
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Merge Yariables - c:\statistix\hthwt_ zx

Wanables terge File W arables Add Y aniables
AGE SEx ’ |
HEIGHT HEIGHT
WEIGHT WEIGHT
{ | Cancel

Help

Plel |

The variablesin your current data set are listed in the Variableslist. The
variables found in the mergefile are listed in the Merge File Variables box.
Select the variables you want to merge from the Merge File Variables box
and move them to the Add Variables box. Only variables with names that
don’'t match variables in your current data set can be selected (SEX isthe
only such variable in this example).

Press the OK button to start the merge. Once the merge is completed,

there' Il be four variables in the current data set—AGE, HEIGHT,
WEIGHT, and SEX.

Merge Labels, Transformations, Etc.

A Satistix data file stores atable of data consisting of numbers, dates, and
strings. But it also stores other useful information that you may want to
share between separate data files: variable names, variable labels, value
labels, dialog box settings, transformation expressions, and omit
expressions. The Merge Labels, Transformations, Etc. procedureis used
to merge these kinds of datainto an active data set. Unlike the Merge Cases
and Merge Variables procedures discussed on the preceding pages, this
procedure can also be used to import datainto anew data set. In thisway,
any Satistix datafile can be used as atemplate to create a new datafile
with the same structure, but with a new table of values.
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There are two stepsto using this procedure. Thefirst step isto select the
merge file. The dialog box and procedure for selecting afile are the same
as the Merge Cases procedure discussed on page 69.

Once you' ve specified the name of the mergefile, a second dialog box is
displayed, as shown below.

Merge Labels. Transformations, Etc. - c:\stahis x|

terge File Wanables
SEX

HEIGHT
WEIGHT Cancel |
Help |

v Merge Variable Names
v Mernge Varable and Yalue Labels

v Merge Dialog Box Settings

v Merge Transformations and Omit Statements

There are four check boxes on the dialog box, one for each kind of data that
can be merged into the active data set using this procedure. Simply check
the boxes for the types of data you want to merge.

Y ou can merge variable names into an active data set with other variables,
or with an empty data set that doesn’'t have any variables yet. The case data
for merged variable names are ignored.

When merging variable labels and value labels, labels for any variablesin
the merge file that match the names of variablesin the active data set
replace the original labels, if any, in the active data set.

Data box settings refer to the values of edit controls, list boxes, check,
boxes, etc. that appear on data, file, and statistics dialog boxes.

Beginning with Statistix 8, lists of transformation and omit cases
expressions performed on a data set are saved along with the rest of the data
when you use the Save procedure to create a Satistix datafile. These
expressions can be reused by the Transfor mations and Omit/Select
Restor e Cases procedures (see Chapter 2). By merging these lists from one
datafile into the active data set, you can reuse these expressions without
having to retype them.
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Summary File

Specification

The Summary File procedure is used to create a new Satistix datafile
containing summary statistics of your active dataset. Summary statistics,
such as the mean and standard deviation, can be computed for selected
variables broken down by one or more categorical variables. Thefile will
contain one case for each unique combination of values for the categorical
variables. The current data set isn't modified by the procedure. Use the
Open procedure to retrieve the summary statistics for further processing.

Be sure not to confuse this procedure with the Save procedure, which is

used to save an exact copy of your data set.

Y ou must first specify aname for the file you want to create using the
dialog box below.

Summary File EHE |
Save jn: I i3 Statistix j ﬁl
abzorb.sx GehanZ.sx Leuk.s= Rat.zx
airline. sx Goose. sx Leukermnia. s« Ria.sx
CHD sx Grp.sx Litrout.sx Rozes.sx
Chaoleste. sx Guttman. zx LungCancer.sx Rowston. 33
cof. s Hald. 5= rmothers. sx Split.z=
Ducks.sx Hifawt. 23 Met.zx Temp.sx
1] | 3
File narne: Irose&taﬂ Save I
Save as ype: IStatisti:-: data files =] Cancel |

Your cursor starts at the File name edit control. Y ou can enter the name of
the file you want to create, and then press the OK button. If you don't
specify adrive or path, the file will be saved in the folder displayed in the
Savein box. If you don't use the“.SX” file name extension, it'll be added
for you.

Once you' ve specified the file name, you' re presented with the Summary
File dialog box used to specify the details about the new file, as shown on
the next page.
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Summary File - c-\statistixhrosestat sx |

Yariables Categorical Yariables
ROSES | | BLEK .
BL ‘ ’ TR Cancel
TRT
WITHIM
LocC Help |

—Lefine Varable—— Summary ¥ ariables

Mew Yanable ’ | totroges=n(roses|
TOTROSES totrozes=sumiroses]
Function ‘ |

Sum -

Old " ariahle

] e

First select the Categorical Variables. The categorical variables contain
discrete values that are used to identify groups. The categorical variables
can contain numbers, dates, or strings. These variables automatically
become variablesin the new datafile. To select the categorical variables,
first highlight the variables you want in the Variables list, then press the
right-arrow button next to the Categorical Variables list box.

The next step isto define summary variables. The summary variable
definition has three parts: the summary variable name, a statistical function
name, and the existing variable used to compute the new variable. Enter a
new name in the New Variable edit control. Select afunction name from
the Function pull-down list. Select the Old Variable: Highlight a variable
in the Variableslist box, then press the right-arrow button next to the Old
Variable box to copy the variable name. Once you' ve completed all three
parts, press the right-arrow button next to the Summary Variableslist to
add the summary variable definition to the list.

The example dialog box above shows the definition for the summary
variable TOTROSES. The variable TOTROSES is a new variable that will
be included in the summary file. It will be computed using the Sum
function based on the current data set variable ROSES.
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There are nine statistical functions that can be used with the Summary File

procedure:
N number of observationsin the group with non-missing
values

Missing  number of observationsin the group with missing values

Mean mean

SD standard deviation

Min minimum value

Max maximum value

Sum sum

Variance variance

SE standard error of the mean
Data There must be at |east one and no more than five categorical variables.
Restrictions Numeric values of categorical variables cannot exceed 99,999 and will be

truncated to whole numbers. String values of a categorical variable will be
truncated to ten characters.

Example To illustrate the summary file procedure, consider the data from a split
block design where the number of saleable roses was counted (Bingham and
Fienberg, 1982). Five treatmentswere applied in two replicates.

CASE ROSES BLK TRT W THI N
1 102 1 1 1
2 M 1 1 2
3 84 1 2 1
4 81 1 2 2
5 67 1 3 1
6 83 1 3 2
7 71 1 4 1
8 M 1 4 2
9 53 1 5 1

10 M 1 5 2
11 71 2 1 1
12 79 2 1 2
13 76 2 2 1
14 M 2 2 2
15 74 2 3 1
16 M 2 3 2
2 4 1
2 4 2
2 5 1
2 5 2

Please refer to the Summary File dialog box on the preceding page. The
variables BLK and TRT have been selected from the Variableslist and
copied to the Categorical Variableslist box. These two variableswill be
included in the summary file.
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Two summary variables were defined and are listed in the Summary
Variableslist box. Thefirst variable N is computed using the N function
with the variable ROSES as the argument. It will contain the number of
observations per category for ROSES. The second variable TOTROSES is
computed using the Sum function and the variable ROSES. It will contain

the group sums of ROSES.

The resulting data file ROSESTAT.SX contains the following data:

CAS

[

O OWOoO~NOOUAWNEM

MNNNNNR PR RPRPX

-
Py
3

G WNEFE A WNRE

N
1
2
2
1
1
2
1
1
2
2

TOTROSES
102

165

150

71
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Import

The Import procedure is used to import data from files created by other
programs. The file formats supported by Satistix are Excel, Lotus 1-2-3,
Quattro Pro, Access, dBase, Paradox, and text files. The Import procedure
adds variables to anew or existing Statistix data set. Each column imported
from the file becomes a new variable in your Satistix data set.

An dternative method of importing dataisto paste data from the Windows
clipboard directly into the Satistix spreadsheet. See Chapter 2 for details.

Thefirst step inimporting datais to select an input file.

Import ﬂm
Look if: Ia Statiztix j ﬁl

51 alldata.xls B Pad.xls
55 blast_an2. sl ﬁ stocks.xls

\: numbers. =ls

File name:  [chol2.s Open |
Files of bype: IE:-:ceI files j Cancel |

Your cursor starts at the File name edit control. Y ou can typein the name
of the file from which you want to import data, or you can select thefile
from thelist of files. Y ou can change the type of fileslisted in thefile list
box by clicking on the Files of type arrow and selecting a different file type
(1-2-3, Access, etc.). You can select adifferent drive or folder from the
Look in pull-down list.

Once you' ve specified the file name, Statistix opens one of three types of
dialog boxes depending upon the type of the file you selected: one for
spreadsheet files, one for data base files, and one for text files. An example
dialog box for an Excel spreadsheet file is displayed on the next page. An
example dialog box for an Access data base file is displayed on page 80.
Thetext file dialog box is presented on page 81.
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Import Excel, Lotus 1-2-3, & Quattro Pro

78

After specifying the name of an Excel, Lotus 1-2-3, or Quattro Pro file as
discussed on the preceding page, the following Import dialog appears.

Import Excel - C:A\My Documentsicholesterol zls ﬂ

ZS e O P = f’
AGE AGECLASS COMC  COMCLASS STATE
45 40 1 160 lowa
b2 &0 228 200 lowa
| 30 182 160 lowwa
E5 &0 249 240 lowwa
FA 2 R0 241 [P j

Sheetl | Sheet2 | Sheeta |

Wanables
ariable Mames———
£ Read Mames From File
" Generate Mames Cancel |
" Enter Mamez Manually e |
ot anabie Hames

The contents of the spreadsheet file are displayed at the top of the dialog
box. You can use the scroll barsto view different portions of thefile. If the
file you select has more than one page, the page names appear in tabs below
the rows of data. Click on a page-name tab to import data from that page.

Y ou can only import data from one page at atime.

Y ou can import the entire file, select a subset of columns, or select a
rectangular array of data. To select one column, click on the column
heading for that column. To select arange of columns, drag the mouse over
the column headings. To select two or more columns that aren't contiguous,
click on the column headings while holding down the control key. You can
also select an arbitrary range of cells. Drag your mouse from the top-left
cell to the bottom-right cell of the rectangle you want to import. To import
the entire file, don't select any columns or cells (to cancel a selection, click
on asingle cell).
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Select one of the Variable Names radio buttons. Y ou must indicate
whether you want to have the variable names imported from the file, have
names generated automatically, or enter the names manually. Select a
method by clicking on the appropriate radio button.

If you select Read Names From File, the first row of the spreadsheet fileis
scanned for legal variable names. If thetext in the cell used for the variable
name includes a data type (I for integer, R for rea, D for date, and S for
string), then the resulting variable will be the datatype specified. Theletter
representing the data type follows the variable name inside parentheses.
String types require a number after the letter S to indicate the maximum
length (e.g., STUDENT(S15)). If the datatype is not specified, the variable
typeis determined automatically by data found on the first rows of the input
file.

If you select Generate Names, then the standard one- or two-letter column
headings (A, B, C, . . . AA, AB, AC, etc.) are used for variable names. In
this case, the actual data should start in the first row of thefile.

If you select the Enter Names Manually method, you must enter alist of
variable names in the Import Variable Names edit control, one name for
each column of data you want to import. Y ou can specify the data types of
the variables when you list the variable names. Usetheletters|, R, D, and
Sin parentheses after the variable names to identify integer, real, date, and
string types. String types require a number after the letter S to indicate the
maximum length. If you don’t specify adatatype, real is assumed.

One common problem associated with importing data from spreadsheet files
isthat variables are sometimes assigned an inappropriate data type (real,
date, or string). In particular, variables that should be assigned the real type
are assigned the string type. Sometimes this happens when there are extra
headersin the files, and other timesit's caused by blanks appearing in a
column. There are several approaches to working around this problem. If
you're reading variables names from the first line in the file, try explicitly
declaring the data type as part of the variable names (e.g., change AGE to
AGE(R)). Another approach isto select Enter Names Manually and
explicitly declare the data types in the variable namelist. A third approach
isto change the data types of variables one at atime using transformations
(e.g., AGE(R) = NUMBER(AGE)).
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Import Access, dBase, & Paradox

After specifying the name of an Access, dBase, or Paradox file as discussed

on page 77, the following Import dialog appears.

Import Access - C:\Program Files\Microsoft Dffice\Dffice\5amples\Mort..

CUSTOMERI | EMPLOYEE! | ORDERDATE | REGUIREDD | SHI

| ORDERID ’

10331
10332
10333
10334
10335
10336
10337

LIL&S
BONAP
MEREP
WARTH
YICTE
HUMGO
PRIMI
FRAME.

B = I N ' B B S B R T )

11/16/1334
11/16/1934
1141741334
11/18/1334
11/21/1334
11/22/1934
11/23/1934
11/24/1334

12/14/1334
12/28/1934
12/23/1334
12/16/1334
12/13/1334
1242041334
124211954
1242241334

1

Iv_l._l._l_l._l_l._l

Eateguliesl Cusgtomers Empluyeesl Order Detaills  Orders IF'ral:IuctsI Shippers| 4 | >|

Cancel |

Help

The contents of the spreadsheet file are displayed at the top of the dialog
box. You can use the scroll bar to view columns to the right of the display
area. If thefile you select has more than one tabl e, the table names appear
in tabs below the rows of data. Click on atable-name tab to import data
from that table. You can only import data from one table at atime.

Y ou can import all the columns from the file, or select one or more columns
for importing. To select one column, click on the column heading for that
column. To select arange of columns, drag the mouse over the column
headings. To select two or more columns that aren't contiguous, click on
the column headings while holding down the control key.

80
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Import Text File

After specifying the name of atext file as discussed on page 77, the
following Import Text File dialog box appears. The contents of thefile
you selected are displayed at the top of the dialog box. The dialog liststhe
variablesin your active data set, if any, in the Variables box. It hasradio
buttons to indicate from where the new variable names will. It has text
boxes used to enter new variable names, aformat statement, and a string
used in the import file to indicate missing values.

Import Text - C:ASXWcholl.txt K|

"Fisher, E",l1l/0Z/33,"I4", Z28
"Halew, J",01/10/53,"TA", 182
"Hickman, D", 10/Z3/26,"IA", 243
"Johnson, M, 01701738, "IA", 259
"gellman, G",l0/Z0/20,"IA", 224
"Thorn, I",11/16/33,"TA", 189

"Baur, JI",1Z/24/773,"NE", 137 j
Wanables Wanable Hames
£ Read Mames From File
' Generate Mames Cancel

% Enter Marmes Manually |

Help

Import Variable Mames

name(s15] bithdate[d] state[s2] conc ;I
| -

Farmat Statement [Optional]
[
=l

Alternate Mizzing Walue Indicator

e e

The Import procedure is used to add variablesto a new or existing data set.
Y ou must provide avalid variable name for each column of data you want
to import. Use the Variable Names radio buttons to indicate where you
want Satistix to find the variable names. Select Read Names From Fileif
the text file you' re importing has variable names on the first line of text.
Select Generate Names to have Statistix generate variable names starting
with VOO1. Select Enter Names Manually if you want to type alist of
variable namesin the Import Variable Names text box.

In Satistix, you can use integer, real, date, and string data. However, a par-
ticular column can only be used to store one type of data. Y ou can specify
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the data type of variables when you list the variable names. Usethe letters
I, R, D, and Sin parentheses after the variable names to identify integer,
real, date, and string types. String types require anumber after the letter S
to indicate the maximum length. In the example dialog box on the
preceding page, the variable NAME is a string variable with a maximum
length of 15. The variable BIRTHDATE isadate variable. The entry for
the variable CONC does not declare adatatype, so it’s assigned the real
datatype. These datatype rules apply to variable names entered manually
in the dialog box or read directly from the input file.

You can usethe VAR1 .. VAR99 syntax in the variable list to abbreviate a
long list of variables. Specify the datatype for the entire list of variables by
entering the data type at the end of thelist (e.g., Q1 .. Q15(1)).

The Format Statement edit contral is required when the fields of the import
file are not delimited with comma, spaces, or tabs. The format statement is
used to indicate where the data for each variable begins and ends. The
format statement is discussed in more detail below.

Satistix interprets the letter M and a period as amissing value. You can
enter an additional string (e.g., 999 or N/A) in the Alternate Missing Value
Indicator field to flag missing values.

A “Comma and Quote” text fileis a particular text format made popular by
spreadsheet and database programs. In acomma and quote file, columns of
data are separated by commas, spaces, or tabs. String data, such asa
person’s name, are enclosed in quotation marks (“” or ‘). Oneline of text
corresponds to one case in Satistix. The dialog box on the preceding page
shows an example of acomma and quote file. If the file you want to import
data fits the description of a Comma and Quote text file, then you needn’t
use the Format Statement, which greatly simplifies the import process.

The Format Statement in the Import procedure is used to import columns of
data from atext file when the data are arranged with fixed field widths. We
call files of thistype a Formatted file to distinguish them from Comma and
Quotefiles. The format statement is used to specify the exact locations of
datafor each input variable.

The use of the format statement can be tedious and should be avoided
whenever possible. The reasons for using aformat statement include:
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Columns of data are not comma, tab, or space delimited.

+ String data are not enclosed in quotation marks.

* You want to skip unwanted columns of data.

The datafor one case requires more than one line in the input file.

Consider the formatted file below.

Fisher, E 11/02/391A 228
Hal ey, J 01/ 10/ 531 A 182
Hi ckman, D 10/ 23/ 261 A 249
Johnson, M 01/01/ 381 A 259
Sel | man, G 10/ 20/ 201 A 224
Thorn, J 11/16/ 331 A 189
Baur, J 12/ 24/ 73NE 137
Christianson, E 10/ 23/ 47NE 173
Farrow, C 10/ 14/ 58NE 177
Greer, R 11/ 28/ 13NE 241
Keller, G 12/ 13/ 40NE 225
Stanley, J 12/ 15/ 28NE 337
Steele, A 12/ 09/ 72NE 189
Stone, O 11/ 26/ 61NE 140
Swanson, D 12/ 15/ 44NE 196
Taylor, E 11/ 20/ 33NE 262
Thompson, B 11/ 09/ 21NE 261
Tucker, T 10/ 26/ 24NE 356
Wlliams, G 10/ 04/ 70NE 191
Wight, O 11/21/35NE 197

The stringsin the first column of data aren’t enclosed in quotation marks.
Also, there aren’t any delimiting characters between the column of dates
and the two-letter state abbreviations. A format statement is required to
indicate where each column begins and ends.

The Import Text File dialog box to import thisfile is displayed on the next
page. Theformat statement is:

Al5 3X A8 A2 F5

Each variable requires aformat specification. A single format specification
consists of aletter followed by a number indicating the field width. There
are five format specifications that can be used for variable data. The A
format (A for automatic) can be used for string, date, and numerical
variables. There are four additional format specifications that can be used
for integer and real variables: D - Decimal format, E - Exponential format, F
- Fixed format, and | - Integer format. The differences between these types
are more important when used with the Export and Print procedures
discussed later in this chapter. Any integer or real variable can be imported
using the F format.
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Import Text - C:ASXWhchol2_txt

11/02/39I4 228
Haley, J 01/10/53I& 182
Hickman, D 10/23/2614 249
Johnson, M 01/01/38IA 283
Selluan, G 10/20/20I4 224
Thorn, J 11/16/33I4 189
Baur, J 12/24/73NE 137 d|

Waniables Wariable Mames————
— = Read Mares From File
" Generate Mames Caneel |
i Enter Wames Manually
Help |

Import Yanable Mames

MAME[S15] BIRTHDATEID] STATE(S2] COMC ;I

Eorrnat Statement [0 ptional)
Im 5 4 ABAZFS B
=l

Alternate Missing Value Indicator

o

In all cases, enter avariable' s format specification by typing the letter
followed by a number representing the total field width for the variable.
The field width can include blank spaces before and after the actual field of
data.

In the example above, the format specification A15isused for the first
variable NAME, indicating that the first 15 characters of each input line
contains the string value for that variable. The format specification 3X is
used in the example to skip three spaces on the input line between the data
for the variables for NAME and BIRTHDATE. Thelast format
specification—F5 for the variable CONC—includes two characters for the
leading spaces and three characters for the three digit numbers.

The F format can be used to insert adecimal point into a column of
numbers at a specific position. Suppose that the column of datafor the
variable CONC was entered as ten times the actual value, such that the
number for the first case 228 represented the value 22.8. By specifying the
format F5.1 instead of F5, a decimal point would be inserted one position
from theright side.

If field widths repeat, we can use a shorthand notation rFw to reduce the

size of the format statement. For example, the format F5.1 F5.1 F5.1 can be
abbreviated as 3F5.1.
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Importing a
Single
Variable

Comment
Lines

A repeat factor can be applied to alist of formats inside parentheses too.
For example, the format statement A8 12 F8.2 A8 12 F8.2 can be
abbreviated using the statement 2(A8 12 F8.2).

The X format is used to skip spaces between variables. The general format
isrX where r indicates the number of spacesto skip. For example, we'd use
15X to skip the first 15 characters of the input line and import only the
variables BIRTHDATE, STATE, and CONC.

Long records are sometimes split into several linesin an input file. Suppose
you wanted to read 17 variables from afile, but the first ten variables were
listed on one line and the last seven variables were listed on the following
line. You would then need to use the / character in the format statement to
show where the line break occurs:

10F8 / 7F8

If afile contains the data for a single variable, you can use the “single”
option to read all the dataitems, regardiess of how many columns there are
in thefile. Just enter the word “single” in the space provided for the input
format statement. The values will be read left to right, top to bottom.

Satistix ignores any linesin atext file that begin with the characters“ *”,
“$”, or “#". Thisletsyou add comment lines to your text files.

Export

Satistix files can’t be accessed directly by other programs. Use the Export
procedure to create files containing Statistix data that can be used by other
programs. The file formats you can export datato are Excel, Lotus 1-2-3,
Quattro Pro, Access, dBase, Paradox, and text files. Most programs can
accept text files, and many can accept data from one or more of these
popular spreadsheet programs.

An alternative method of exporting datato other programsis to use the
Windows clipboard. You can copy Statistix spreadsheet datato the
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clipboard and then paste the data into another application.

Specify aname for the file you want to create using the Export dialog
shown below.

E xport ﬂm
sovein| 3 SR
hald.wik1
pistors. vk
stocks.whk3
File: pname: Ichole&teml -
Save s typer [Lotus 123 fles =l Cancel |

Thefile you create will be saved in the folder displayed in the Savein box.
Y ou can select adifferent disk or folder by clicking on the Save in arrow
and making a new selection fromthelist. Enter afile nameinthe File
name edit control. If you include afile name extension in the file name, it
must be aregistered extension (see file type in Windows help), or another
extension may be added. Select the file type you want to create by clicking
on the arrow for the Save as type box and making your selection from the
list.

After you enter afile name, press the OK button. There are three possible
Export dialog boxes that will appear depending upon the file type. The
dialog box shown on the next page is used for spreadsheet program files
(Excel, 1-2-3, and Quattro Pro). The dialog box shown on page 88 is used
for database program files (Access, dBase, and Paradox). The dialog box of
page 89 is used for text files.
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Export Excel, Lotus 1-2-3, & Quattro Pro

The dialog box shown below appears after you specify an export file name
for an Excel, Lotus 1-2-3, or Quattro Profile.

Export Lotus 1-2-3 - C:ASXWhcholesterol. wk4 |
Wariahles Export Y ariables
AGECLASS } | AGE
COMCLASS COMC
{ | SIATE Cancel |
Help |

All you need to do now isto select the variables you want to export.
Highlight one or more variablesin the Variables list, then press the right-
arrow button to move the highlighted variables to the Export Variables list.
You can highlight all the variablesin the list by clicking on the first variable

in the list, and then dragging the mouse to the last variable. Pressthe OK to
create thefile.

The selected variables will appear in the new file in the order that you've
placed them in the Export Variableslist. Variable namesarelisted in the
first row of the new file. Omitted cases are not exported.
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Export Access, dBase, & Paradox

This procedureis used to export Statistix data to a database program file.
After you specify the name of an Access, dBase, or Paradox filein the
Export dialog box shown on page 86, the dialog box shown below appears.

Export Access - C:ASXWihald. mdb |
W ariables Export Variables
’l HEAT
CHEM1
CHEMZ
4| CHEM3 Cancel
CHEM4

=
Help |

All you need to do now isto select the variables you want to export.
Highlight one or more variablesin the Variables list, then press the right-
arrow button to move the highlighted variables to the Export Variables list.
You can highlight all the variablesin the list by clicking on the first variable

in the list, and then dragging the mouse to the last variable. Pressthe OK to
create thefile.

The selected variables will appear in the new file in the order that you've
placed them in the Export Variableslist. Satistix variable names become
field namesin the new file. Omitted cases are not exported.
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Export Text File

An ASCII fileis astandard text file format that is commonly used to
transfer data between different programs. The dialog box shown below
appears after you specify an export file name for atext file as described on

page 86.

Export Text - C:AS*XWiLungCancer.txt
Wariables Export Yariables
ExF TIME
Hazo [
HaAOBS STATUS
SURYD 4 | AGE Cancel |
SURNORS THERAFY
MORNTHS Help |

 Tab Separated
" Fized Format

Format Statement [Ophional]

= |
[

[~ Exportanable Mames  Missing Yalue Sking

[ Export Value Labels I

First select the variables you want to export. Highlight one or more
variablesin the Variables|list, then press the right-arrow button to move the
highlighted variables to the Export Variableslist. You can highlight all the
variables by clicking on the first variable, and then dragging the mouse to
the last variablein thelist. The selected variables will appear in the new
filein the order that you' ve placed them in the Export Variables list.

Next select aFile Format. A Comma and Quote text file separates
columns of data using commas, and string data, such as a person’s name,
are enclosed in quotation marks. An example comma and quotefileis
displayed on page 81. A Tab Separated file uses the tab character to
separate columns of data.

In aFixed Format file, each column has a fixed width such that columns of
dataline up vertically. String data needn’t be enclosed in quotation marks
and commas aren’t used to separate columns. Y ou have the option of
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Format
Statement

90

specifying a Format Statement that specifies the field widths and numeric
formats for each variable. The format statement is discussed in detail
bel ow.

Check the Export Variable Names check box to have the variables included
on thefirst line of the export file. Variable types for variables other than
real variables areincluded in the list of namesin a comma and quote file.

Check the Export Value Labels to have value labels written to the file for
numeric variables for which you’ ve defined value labels, rather than the
numeric codes themselves.

A format statement isalist of format specifications used to indicate how
you want the data for each variable to appear. A variable format
specification consists of aletter, afield width, and sometimes a number for
decimal places. If you don't enter aformat statement, Statistix will
construct a default format statement using the Column Format information
discussed in Chapter 2. By omitting the format statement, the data are
formatted more or less asit’s displayed in the spreadsheet window. The
default format guarantees at least one space between variables.

The different format specifications are listed in the table below. Inthe
table, “w” isthefield width, “s” is the number of significant digits, “d” is
the number of digitsto theright of the decimal point, and “r” is the repeat
factor (defined below).

Gener al Exanmpl e
Name For mat For mat Exampl e Appearance Not es
Automati c Aw Al10 John Smith
01/05/92
65
12. 34567
Deci mal Dw. s D11.5 12. 345 s <= w- 4
3.4523E-03
Exponenti al Ew. s E10. 4 1. 234E+01 s <= w- 4
3.452E-03
Fi xed Fw. d F7.2 12. 34 d <w- 2
0.003
I nteger I w 12 12
0
Space rX 10X inserts spaces
New line / / inserts |line feed
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The A format can be used for variables of any datatype. TheD, E, F, and |
formats are used for integer and real variables, each resulting in a different
numeric format.

The A format displays numbers using an integer format when the number is
awhole number, or adecimal format when the number contains afraction.
For numbers with a fraction, as many digits will be displayed as possible
but trimming any trailing zeros. The automatic format works well for data
you've entered manually because the numbers generally are displayed just
asyou've entered them. For computed variables, such as variables created
using the Transformations procedure, the A format often displays
nonsignificant digits.

The D format displays numbers using a decimal format where the decimal is
free to move about to maximize the number of digits displayed.

The F format displays numbers in adecimal format with afixed number of
decimal places.

The E format displays numbers in exponential format, or scientific notation.
A number displayed in exponential format has two parts, the mantissa and
the exponent. The mantissais a number displayed as a decimal number
that’ s always greater than or equal to 1.0 and less than 10.0. The exponent
is displayed using the letter E followed by a signed integer. The number
represented in this fashion is the mantissa multiplied by 10 raised to the
exponent. For example, the number 4.23E-02 is equal to 4.23 x 107?, or
0.0423. Thisformat isuseful for very small and very large numbers.

The | format displays numbers as a whole number. When a number that
includes afraction is displayed using this format, the number is rounded off
to the nearest whole number.

The X and / are not used as format specifications for variables but are used
to insert spaces and new linesinto the output record.

Any of the format specifications can have anumber in front called the
repeat factor. Thisis used to abbreviate the format statement when several
variables are to be formatted in a similar manner. A repeat factor can also
be placed in front of alist of format specifications inside parentheses, asin:

315 2(11 1X F4.2 F6.2) E10.4

Chapter 3, File Menu 91



When using format specifications, remember to make “w” large enough to
account for the minus sign for negative numbers and for extra space
between variables. String data are left justified, so you should always use
the X format in front of aformat for astring variable to insert a space.

Log File

92

A logfileisatext file that lists the procedures performed during a Statistix
session. Log files are particularly useful for verifying that a series of
transformations or omit cases statements were performed asintended. A
log file can be viewed and printed using the Satistix View Text File proce-
dure during a Satistix session to review the work performed. Each
procedure is date- and time-stamped so that log file entries can be matched
with printed output.

Log File = |
Save in; IaSlaliStiH j gl
chol.log
hald log
juice.log

File: pame: |AgeStud_l,l

Save az type: IL.:.g filez j Cancel |

To start alog file, select the L og File procedure and enter afile name. |If
you don’t enter afile name extension, the extension .LOG will be added to
the file name.

If you enter the name of afile that already exists, you can choose to have
new entries appended to the existing file or you can choose to replace the
old filewith anew log file.

Statistix User's Manual



Once you've started alog file, it continues to record commands until you
either start anew log file, or until you exit Satistix.

The example log file below lists the procedures used during a short Satistix
session.

Log File, 05/15/00, 15:46
c:\statistix\agestudy. | og
Open, 05/15/00, 15:46
c:\statistix\choleste.sx
Transformations, 05/15/00, 15:47
ageclass = 10 * Trunc (age / 10)
Transformations, 05/15/00, 15:47
conclass = 40 * Trunc (conc / 40)
Print, 05/15/00, 15:48
AGE, AGECLASS, CONC, CONCLASS, STATE
Hi st ogram, 05/15/00, 15:49
AGE
Nor mal Curve
Cross Tabul ation, 05/15/00, 15:50
AGECLASS, CONCLASS
Save, 05/15/00, 15:52
c:\statistix\choleste.sx

Thefirst entry in the log file shows when the file was started and gives the
name of the log file. The remaining entrieslist the activities that followed:
a Statistix file named CHOLESTE.SX was opened, two transformations
were performed, the data were printed, a histogram was displayed, and a
cross tabulation report was obtained. Finally, the modified data set was
saved.

View Text File

This procedureis used to view atext file on the screen. There are a number
of text files you may be interested in viewing without leaving Satistix. You
may want to check the contents of a Statistix log file to refresh your
memory about transformations you' ve made. Or you may want to review a
Satistix report file you' ve saved after running an analysis of your data.

Y ou may even want to look at atext file you want to import datafrom.

Once you've selected afile to view from the standard open dialog box, the
fileis displayed in awindow on the screen, as shown on the next page.
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;;:.'::Statislix - [View Text File - C:ASXWAfilip. txt]

File Edit HBesultz “indow Help _|5|5|
FEHS % BB

NIST/ITL StRD
Dataset WName: Filip (Filip.dart)

File Format: ASCII
Certified Values [lines 31 to 55)
Data [lines 61 to 142)
Frocedure: Linear Least 3gquares Regression
Reference: Filippelli, A., NI3T.
Data: 1 Response Variable (v

1 Predictor WVariable [x)
52 Observations

Higher Lewvel of Difficulty
Ch=zerved Dats

Model: Polynomial Class
11 Paramweters (BO,El,...,EB1l0)

e = T T e 0 TR dae L . C o TimE b Emn

-

<]

| |11 variables. |15 cases selected. 15 cazes total o

Y ou can scroll forward and backward through the file using the scroll bar
and the page up and page down keys. Y ou can print the file by selecting
Print from the File menu. Y ou can select another file for viewing by

sel ecting Options from the Results menu.

File Info

94

File Infoisareport that provides basic information about the Statistix file
you currently have open. The report lists variable names, variable data
types, column formats, variable labels, and value labels. Thereport isfirst
displayed in awindow on the screen, but can also be printed or saved in a
file. Anexample report is shown on the next page.
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File Name C:\Statistix\Chol eserol.sx
File Label Cholesterol concentration/age study of women fromtwo states

Vari abl es 5

Sel ected Cases 30
Om tted Cases 0
Total Cases 30
Vari abl e Data Type For mat Vari abl e Label/Value Labels
AGE Real F 9.0
CONC Real F 9.0 Chol esterol concentration
STATE I nteger A1l

1 lowa 2 Nebraska
AGECLASS I nteger A 6
CONCLASS I nteger A 6

Thereport is largely self-explanatory. The column formats are coded:
A-automatic, D-decimal, E-exponential, F-fixed, and I-integer. The column
format letter is followed by the column width and sometimes the number of
decimal places. See Column Formatsin Chapter 2 for more information
about column formats.

The File Info report can be printed or saved in afile just like other Statistix

reports. Select Print from the File menu to print the report. Select Save As
from the File menu to save the report in afile.

Print

The Print procedure is used to print the contents of the active window. In
the case of Satistix reports and graphs, the report or graph is simply printed
on the default printer. When the spreadsheet is the active window, the Print
dialog box appears as shown on the next page.

First select the variables you want to print. Highlight one or more variables
in the Variables list, then press the right-arrow button to move the
highlighted variables to the Print Variableslist. You can highlight all the
variables by clicking on the first variablein the list, and then dragging your
mouse to the last variable. The selected variables will be printed in the
order that you' ve placed them in the Print Variables|ist.
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Format
Statement

96

Wariablez Print W ariables

COMC =
COMCLASS Preview
STATE

ﬂ EEEELASS
A

Cancel

Help

|
_ b |

Farmat Statement [Optional]
FA119F3119 1= A10

=
=

v Print Caze Murmbers Report Font Size

v Print “alue Labels I

Y ou have the option of specifying a Format Statement that specifies the
field widths and numeric formats for each variable. The format statement is
discussed in detail below.

Check the Print Case Numbers box if you'd like to have case numbers
printed on each line of the report.

If you’ve defined value labels for any of your variables, check the Print
Value Labels box to have the labels printed rather than the numeric codes.

Y ou can specify the font size by entering a number in the Report Font Size
box. Typical values range from 10 to 12, but you can enter a smaller value
to squeeze more data on a page.

When you finish making your selections, you can press the Print button to
send the report directly to the printer. It's often a better idea to pressthe
Preview button instead so you can look at the report on the screen to verify
that the report is formatted correctly. While previewing the report, you
have the option of printing the report, or saving it to afile.

A format statement isalist of format specifications used to indicate how
you want the data for each variable to appear on the report. A variable
format specification consists of aletter, afield width, and sometimes a
number for decimal places aswell. If you don’t enter aformat statement,
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Satistix will construct a default format statement for you using the Column
Format information discussed in Chapter 2. By omitting the format
statement, the data are formatted more or less asit’ s displayed in the
spreadsheet window. The default format guarantees at least one space
between variables.

The different format specifications are listed in the table below. 1nthe
table, “w” isthe field width, “s” is the number of significant digits, “d” is
the number of digitsto the right of the decimal point, and “r” is the repeat

factor.
Gener al Exampl e

Name For mat For mat Exampl e Appear ance Not es
Automatic Aw Al0 John Smith

01/ 05/92

65

12. 34567
Deci mal Dw. s D11.5 12. 345 s <= w- 4

3.4523E-03
Exponenti al Ew. s E10. 4 1.234E+01 s <= w- 4

3. 452E-03
Fi xed Fw. d F7.2 12.34 d <w- 2

0.003
I nteger Iw 12 12

0
Space rX 10X inserts spaces
New | ine / / inserts line feed

The A format can be used for variables of any datatype. TheD, E, F, and |
formats are used for integer and real variables, each resulting in a different
numeric format.

The A format displays numbers using an integer format when the number is
awhole number, or adecimal format when the number contains afraction.
For numbers with a fraction, as many digits will be displayed as possible
but trimming any trailing zeros. The automatic format works well for data
you've entered manually because the numbers generally are displayed just
asyou've entered them. For computed variables, such as variables created
using the Transformations procedure, the A format often displays
nonsignificant digits.

The D format displays numbers using a decimal format where the decimal is
free to move about to maximize the number of digits displayed.
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The F format displays numbers in adecimal format with afixed number of
decimal places.

The E format displays numbers in exponential format, or scientific notation.
A number displayed in exponential format has two parts, the mantissa and
the exponent. The mantissais a number displayed as a decimal number
that’ s always greater than or equal to 1.0 and less than 10.0. The exponent
is displayed using the letter E followed by a signed integer. The number
represented in this fashion is the mantissa multiplied by 10 raised to the
exponent. For example, the number 4.23E-02 is equal to 4.23 x 107?, or
0.0423. Thisformat isuseful for very small and very large numbers.

The | format displays numbers as a whole number. When a number that
includes afraction is displayed using this format, the number is rounded off
to the nearest whole number.

The X and / are not used as format specifications for variables but are used
to insert spaces and line feeds into the output record.

Any of the format specifications can have anumber in front called the
repeat factor. Thisis used to abbreviate the format statement when several
variables are to be formatted in a similar manner. A repeat factor can also
be placed in front of alist of format specifications inside parentheses, asin:

315 2(11 1X F4.2 F6.2) E10.4

When using format specifications, remember to make “w” large enough to
account for the minus sign for negative numbers and for extra space
between variables. String data are left justified, so you should always use
the X format in front of aformat for astring variable to insert a space.

The sample report on the next page shows the results for the format
statement that appears in the example dialog box on page 96.
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CASE AGE AGECLASS

1 46.0 40

2 52.0 50

3 39.0 30

4 65.0 60

5 54.0 50

6 33.0 30

7 49.0 40

8 76.0 70

9 71.0 70
10 41.0 40
11 58.0 50
12 18.0 10
13 44.0 40
14 33.0 30
15 78.0 70
16 51.0 50
17 43.0 40
18 44.0 40
19 58.0 50
20 63.0 60
21 19.0 10
22 42.0 40
23 30.0 30
24 47.0 40
25 58.0 50
26 70.0 70
27 67.0 60
28 31.0 30
29 21.0 20
30 56.0 50

CONC CONCLASS

181.
228

182

249

259

201

121.
339.
224.
112.
189.
137.
173.
177.
241.
225.
223.
190.
257.
337.
189.
214.
140.
196.
262.
261.
356.
159.
191.
197.

o

[eNeoleeoNeoNeloNelole ool oo Ne o e NoNe o N No N No N}

160
200
160
240
240
200
120
320
200

80
160
120
160
160
240
200
200
160
240
320
160
200
120
160
240
240
320
120
160
160

STATE

| owa

| owa

| owa

| owa

| owa

| owa

| owa

| owa

| owa

| owa

| owa
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska
Nebraska

Printer Setup

Selecting Printer Setup from the Statistix File menu gives you access to the
Windows printer setup dialog box. Y ou can use the procedure to select a
printer or change the printer’s properties.

Exit

The Exit command is used to exit Statistix. If your open data file has been
modified since you last saved it, Satistix warns you and gives you a chance

to save it before exiting.
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A

4 Dezcriptive Statiztics...

One, Two, Mulb-Sample Tests ¥ Frequency Distribution...
Linear Models 4 Histogram...
Azzociahion Tests L4 Fig Chart...
Bandomness/Mormality Tests  # Stem and Leaf Flat....
Time Series 4 Percentiles...
Quality Control L4 Box and Whisker Flotz...
Survival Analyziz 4 Error Bar Chart...
Probability Functions... LCrogs Tabulation...

Scatter Flat...

Breakdown...

These procedures are designed to help you condense, summarize, and

display data. You'll use them in the preliminary stages of analysis because
they alow you to recognize general patterns and they suggest directions for
further analysis. They're particularly useful for detecting “unusual” values.

The utility of these proceduresisn’t restricted to the preliminary stages of
analysis, however. They'reimportant tools for evaluating the results of a
variety of analyses. For example, after fitting models to your data, you can
use these procedures to inspect the resulting residuals.

The Descriptive Statistics procedure computes the mean, standard
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deviation, confidence interval's, median, minimum, maximum, and other
descriptive statistics for alist of variables. A grouping variable can be used
to compute and display statistics broken down by group.

The Fregquency Distribution procedure tabulates frequency tables,
including counts and percentages, for discrete or continuous data.

A Histogram is abar-chart used to graphically represent the frequencies of
discrete data and the frequency density of continuous data.

A Pie Chart graphically represents frequencies, sums, or means using the
dlices of apie.

A Stem and L eaf Plot is afrequency graph similar to a histogram where
the digits of the data are used to construct the bars of the graph.

The Per centiles procedure is used to compute arbitrary percentiles for alist
of variables.

A Box and Whisker Plot graphically presents the center and the spread of
avariable. A grouping variable can be used to produce a box plot for each

group.

The Error Bar Chart graphically represents the mean and standard
deviation for alist of variables or groups of avariable.

A Cross Tabulation table displays the frequencies and percentages for
each combination of variable values.

The Scatter Plot is used to graph atwo dimensional scatter diagram. Upto
fivepairsof X and Y variables can be plotted on the same graph.

The Breakdown procedure computes the sum, mean, sample size, and
standard deviation for a variable broken down in a nested fashion using the
levels of up to five grouping variables.

The procedures are illustrated with example data from Snedecor and
Cochran (1980, p. 386). The data are the blood serum cholesterol levels
and ages of 30 women, 11 from lowaand 19 from Nebraska. The
cholesterol concentrations arein the variable CONC, and the ages arein
AGE. Thevariable STATE indicates the state, with lowa= 1 and
Nebraska= 2. Two additiona categorical variables were created using
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Transformations. The variable AGECLASS assigns the ages to ten-year
age classes. For example, if awoman’s age were within the range 50 to 59,
the value of AGECLASS would be 50. AGECLASS s created using the
transformation

AGECLASS = 10 * TRUNC (AGE/ 10)

CONCLASS s created in asimilar manner, and assigns each case to a40
mg/100 ml cholesterol concentration class. It's created as follows:

CONCLASS = 40 * TRUNC ( CONC/ 40)

For example, CONCLASS is assigned the value 200 for any case for which
the value of CONC isin the 200 to 239 range.

These example data are listed below. They're also distributed with the
Satistix software in the data file Chol esterol .sx.

CASE AGE AGECLASS CONC  CONCLASS STATE
1 46 40 181 160 1
2 52 50 228 200 1
3 39 30 182 160 1
4 65 60 249 240 1
5 54 50 259 240 1
6 33 30 201 200 1
7 49 40 121 120 1
8 76 70 339 320 1
9 71 70 224 200 1

10 41 40 112 80 1
11 58 50 189 160 1
12 18 10 137 120 2
13 44 40 173 160 2
14 33 30 177 160 2
15 78 70 241 240 2
16 51 50 225 200 2
17 43 40 223 200 2
18 44 40 190 160 2
19 58 50 257 240 2
20 63 60 337 320 2
21 19 10 189 160 2
22 42 40 214 200 2
23 30 30 140 120 2
24 47 40 196 160 2
25 58 50 262 240 2
26 70 70 261 240 2
27 67 60 356 320 2
28 31 30 159 120 2
29 21 20 191 160 2
30 56 50 197 160 2
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The Descriptive Statistics procedure produces a summary table of
descriptive statistics for alist of variables. Y ou can select the statistics you
want tabulated from the following list: number of non-missing cases,
number of missing cases, sum, mean, standard deviation, variance, standard
error of the mean, confidence interval of the mean, coefficient of variation,
median, minimum and maximum, first and third quartiles, median absolute
deviation, biased variance, skew, and kurtosis.

Descriptive Statistics | x| |
Wariahles L escriptive Y ariables

|AGE
_|‘ P e cass
CONC
COMCLASS ﬂl
STATE

Help |

—Statisticz to Report—————————

" N m
[~ Miszing [~ Median
[~ Sum v Mindmax

Grouping Variable ¥ Mean [ Quartiles
< | ) | . |[Es [~ M&D
[~ Wanance [~ Biazed varance
Ll Percent Coverage | I SEMean [ Skew

ISE— [~ Cont lnt. [ Kurtosis

Select the variables for which you want to compute descriptive statistics.
Highlight the variables you want to select in the Variables list box, then
press the right arrow button to move them to the Descriptive Variables list
box. To highlight all variables, click on the first variable in the list, and
drag the cursor to the last variable in the list.

If you select a Grouping Variable, the summary statistics will be tabulated
separately for each value found in the grouping variable. Y ou can change
the C. |I. Percentage Coverage for mean confidence intervals. Select the
statistics you want reported by checking off the Statisticsto Report check
boxes.
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Data The grouping variable can be of any datatype. Real valueswill be

Restrictions

truncated to whole numbers. Strings will be truncated to ten characters.

Example The data are from Snedecor and Cochran (1980, p. 386), described at the
beginning of this chapter. In the dialog box on the preceding page, all five
variable names have been moved from the Variables list box to the
Descriptive Variables list box. No grouping variable was specified. The

results are;

Descriptive Statistics

Vari abl e
AGE
AGECLASS
CONC
CONCLASS
STATE

Mean
48.567
44.000
213.67
192. 00
1.6333

SD M ni mum Maxi mum
16. 347 18. 000 78.000
16. 316 10. 000 70.000
59. 751 112. 00 356. 00
60.708 80. 000 320. 00
0.4901 1.0000 2.0000

If you select more than five statistics, the table is presented with the
variable names along the top. For example, the report below lists all of the
statistics available.

Descriptive Statistics

N

M ssing
Sum

Lo 95% CI
Mean

Up 95% ClI
SD

Vari ance
SE Mean

C. V.

M ni mum
1st Quarti
Medi an
3rd Quarti
Maxi mum
MAD

Bi ased Var
Skew
Kurtosis

AGE

30

0

1457
42. 463
48. 567
54.671
16. 347
267.22
2.9845
33.659
18.000
37.500
48. 000
59. 250
78.000
10. 000
258.31
-0.1009
-0.7008

AGECLASS
30

0

1320
37.908
44.000
50. 092
16. 316
266. 21
2.9789
37.081
10. 000
30. 000
40. 000
52.500
70.000
10. 000
257.33
-0.1822
-0.3663

CONC
30

0

6410
191. 36
213.67
235.98
59.751
3570. 2
10. 909
27.965
112.00
180. 00
199. 00
251. 00
356. 00
27.500
3451.2
0.6711
0.2762

CONCLASS
30

0

5760
169. 33
192. 00
214.67
60.708
3685.5
11.084
31.619
80. 000
160. 00
180. 00
240. 00
320. 00
20.000
3562.7
0.5851
-0.0783

P OOOMNNNRPRRPWOOORRPRF

STATE
30

49
. 4503
. 6333
8164
4901
2402
. 0895
0.008
0000
0000
0000
0000
0000
0000
2322
5534
. 6938

The median absolute deviation (MAD) is the median value of the absolute
differences among the individual values and the sample median. See
Snedecor and Cochran (1980, pp. 78-81) for definitions of the other

statistics.
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Frequency Distribution

Specification

Data
Restrictions
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The Frequency Distribution procedure produces a frequency tabulation for
discrete or continuous data. It computes the frequency, relative frequency
(percentage of total), and cumulative and relative frequencies of data.

Frequency Distribution |
Wanables Frequency Yanables
AGE ‘ | } | AGELCLASS
COMC COMCLASS

STATE Cancel

_ e |

Help

Bin Size [Dptionall—
Lo I—
High [
Step I—

Select the variables for which you want to display frequency tables. High-
light the variables you want to select in the Variables list box, then press
the right arrow button to move them to the Frequency Variableslist box.
To highlight all variables, click on thefirst variable in the list, and while
holding the mouse button down, drag the cursor to the last variablein the
list. You can aso move avariable by double-clicking its name. To delete
variables from the Frequency Variableslist, highlight the variables you
want to delete, then press the left arrow button.

Y ou can specify Low, High, and Step values to control the number of bins
and the width of each bin. The value you enter for low is the lowest value
for thefirst bin. The value you enter for high is the highest value of the last
bin. The valueyou enter for astep isthe width of each bin. If you don’t
specify these values, frequencies are reported for each discrete value.

Variables of any datatype can be specified. There can be no more than 500
unique values for each discrete variable and no more than 500 binsif low,
high, and step values are specified.
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Example

The data, from Snedecor and Cochran (1980, p. 386), are described at the
beginning of this chapter. Frequencies are produced for the variable
AGECLASS, which isthe ten-year age class for each of the 30 female
subjects, and for STATE, which indicates the state where the subject
resides.

The dialog box on the preceding page illustrates what variables and options
are selected. Theresultsare:

Frequency Distribution of AGECLASS
Cunmul ative

Val ue Freq Percent Freq Percent
10 2 6.7 2 6.7
20 1 3.3 3 10.0
30 5 16. 7 8 26.7
40 8 26.7 16 53.3
50 7 23.3 23 76.7
60 3 10.0 26 86. 7
70 4 13.3 30 100.0

Tot al 30 100.0

Frequency Distribution of STATE
Cunul ative

Val ue Freq Percent Freq Percent
| owa 11 36.7 11 36.7
Nebr aska 19 63.3 30 100.0
Tot al 30 100.0

The frequencies of each discrete value for a continuous variable, such as
CONC in our example data, are not of interest. For a continuous variable,
you need to establish intervals that span the range of the data and then count
the number of times data values fall within the bounds of the intervals. You
do this by entering low, high, and step valuesin the bottom of the dialog
box. For example, you can enter the values 80, 360, and 40 for the low,
high, and step valuesfor CONC. The results are displayed below.

Frequency Distribution of CONC Chol esterol Concentration

Cumul ative
Low Hi gh Freq Percent Freq Percent

80.0 120.0 1 3.3 1 3.3
120.0 160.0 4 13.3 5 16.7
160.0 200.0 10 33.3 15 50.0
200.0 240.0 6 20.0 21 70.0
240.0 280.0 6 20.0 27 90. 0
280.0 320.0 0 0.0 27 90. 0
320.0 360.0 3 10.0 30 100.0

Tot al 30 100.0

If avalue falls on an interval boundary, the value is counted in the lower of
the two intervals.
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Histogram

Specification

108

The Histogram procedure produces a bar graph frequency distribution for
discrete or continuous variables. A histogram can summarize large amounts
of datain asingle visual image. Y ou can have anormal curve
superimposed over the histogram. This procedure can also produce a graph
of the cumulative frequency distribution of a variable.

Wariablez Hiztogram Y ariables
AGECLASS AGE : :
AGED >
COMCLASS |
STATE Cancel
Help |
Graph Type——
+ Histogram
" Cumnulative Distribution p Dizplay Maormal Curve

Hebiz [Optionall—— bz [Optionall——
Lo I— Lo I—
gh [ | | Hew [
Step I— Step I—

Highlight the variables you want to use to make a histogram in the
Variables list and press the right arrow key to move them to the Histogram
Variableslist. You can only produce one histogram at atime. If you select
more than one variable, the values of the variables will be combined to
produce one plot.

Select the graph type. Select Histogram to display the traditional histogram
consisting of vertical bars. Select Cumulative Distribution to plot a curve
representing cumul ative percent.

Check the Display Normal Curve check box to superimpose a normal curve
over the bars of the histogram.
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Example

Results Menu

You can enter Low, High, and Step values to control the X and Y axis
scales. You can use this feature to create a meaningful interval width and
interval boundaries. You can also useit to limit the range of datafor the
specified variable in order to eliminate outliers or to concentrate the plot on
aparticular range of values.

The data are from Snedecor and Cochran (1980, p. 386), described at the
beginning of this chapter. The dialog box on the preceding page is used to
graph a histogram with normal curve for the variable AGE. Theresults are:

Histogram

7

i "

Frequency

21 25 29 33 37 41 45 47 53 57 &1 &5 &7 73 78l

Age in Years

The results menu for the Histogram procedure includes a Titles procedure
that lets you change the titles that appear on the plot, and a Graph

Prefer ences procedure that lets you change fonts, colors, and fill patterns.
Please see Chapter 1 for details.

Besults
Titles...
Graph Preferences. ..

Options...
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Pie Chart

Specification

110

This procedure plots apie chart. Pie charts are often used to graphically
display afrequency distribution, but you can also apply the chart to sums or
means.

Pie Chart E3
Wariablex Cateqorical Variable

EE?JEEASS Summary % ariable [optional] Eancel |
il Ll I Help |

—Summary Function—
i+ Count
" Sum tax Mumber of Slices
" Mean |2EI—
Display Values Explode % alue [optional]
 Actual Values
& Percent
T Neither [~ Sort by Size

First select a Categorical Variable. The pie chart will have one pie slice for
each value found for this variable.

If you want to base the size of pie slices on sums or means, then select the
variable containing the data to use to compute the sums or means and move
it to the Summary Variable box. Don't select a summary variable if you
want pie slices to represent counts.

Pie slices will be labeled using the values found in the categorical variable.
These labels can al so include the summarized values (counts, sums, or
means), or the percent of the total. Make your choice by selecting one of
the Display Values radio buttons.

Y ou can enter avalue for the Max Number of Slicesto limit the number of
pie dices. If the categorical variable has more levels than the maximum
number you indicate, the extralevels are grouped into one pie slice labeled
“Other”.
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To emphasize aslice, you can explode it (pull it away from the rest of the
circle). Enter the value for the categorical variable corresponding to the
dlice you want to emphasize in the Explode Value box.

The pie dlices are normally ordered clockwise by the levels of the
categorical variable. Check the Sort by Size check box to have the dices
ordered by the size of the slices instead.

Example The data are from Snedecor and Cochran (1980, p. 386), described at the
beginning of this chapter. The dialog box on the preceding pageis used to
graph apie chart for the variable AGECLASS. Theresults are:

AGECLASS

10 [6.7%)
20 (3.2%)

70 (13.3%)
60 (10.0%) 30 [16.7%)

50 [23.3%)
40 (26.7%)

The example pie chart above is a simple frequency distribution based on
counts. Pie charts are also useful for showing how sums are proportioned.
Suppose you have a data set of transactions for a business that include the
dollar amount of the transaction and the expense category for each
transaction. By selecting the variable for expense category as your
Categorical Variable, the variable for the dollar amount as your Summary
Variable, and selecting Sum for the Summary Function, you could create a
pie chart that shows how expenses are distributed among categories.

If the data you want to chart is already tabulated, create a data set with one
case for each pie slice and select Sum for the Summary Function.
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Stem and Leaf Plot

Specification

Example

112

The Stem and L eaf Plot is asimple but handy way to organize numerical
data. Thedigitsof theindividual values are ordered in atable of “stems’
and “leaves’ that resembles a histogram when turned sideways. Unlike a
histogram, each original measurement can be read from the plot.

Stem and Leal Plot
Warables Plot Wanables
AGECLASS | | AGE
COMC ‘ ’
COMCLASS
STATE Cancel

==
Help |

Stem Size [Optional

Grouping Y ariable Lo I
4 | 4 | | High |
St I

[~ Trim Outliers =

Select the variables you want to use to produce the stem and leaf plots from
the Variables list box. If you select a Grouping Variable, aseparate plot is
produced for each value of the grouping variable.

Extreme values can affect the scale of the stem and leaf plot. If you see
extreme values causing a scaling problem, check the Trim Outliers check
box. The extreme values won't be omitted completely but will be listed
individually outside the scale.

Y ou can enter Low, High, and Step values to control the scale of the plot.
Thisis useful when you want to compare two different plots using the same
scale. Since stem boundaries must fall on whole digits, the step value must
bel, 2,5, 10, or multiples of 0.1 or 10 (i.e., 0.1, 0.2, 0.5, 100, 200, etc.).

The data are from Snedecor and Cochran (1980, p. 386), described at the
beginning of this chapter. The dialog box above specifies a plot for AGE,
which isthe age of 30 subjects. The results are given on the next page.
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Stem And Leaf Plot of Age

Leaf Digit Unit = 1 M ni mum 18.000

1 8 Represents 18. Medi an 48. 000
Maxi mum 78.000

Leaves

89

1

[}
ps
@
3

0133
9
12344
679
124
6888
3

57

01

68

w
NN aOhAsABRWWNNRE

30 Cases |ncluded 0 M ssing Cases

This plot contains all the information of a histogram. In addition, it
preserves information about the fine structure of the data. Each number in
your datais divided into two parts, the stem and the leaf. The stem
indicates the values of the most significant digits of an observation, while
the leaf givesthe least significant digit. Each digit in the Leaves columnis
aseparate leaf, so thereis one leaf for each case.

For example, consider the first row of theplot “1 89". The stem valueis 1,
and the leaves are 8 and 9, so you know the digits for the first subject are 1
and 8 and the digits for the second subject are 1 and 9. Y ou don’t know yet
where to put the decimal point. That is, the numbers could be 1.8, 1.9, or
perhaps 18, 19, or even 0.018, 0.019, etc. The message above the body of
theplot “1 8 Represents 18.” istelling you that a stem value of 1 and a leaf
value of 8 represents the number 18. So the first two valuesin our example
are 18 and 19.

Thefirst column in astem and leaf plot is a cumulative frequency column
that starts at both ends of the data and meetsin the middle. The row that
contains the median of the data is marked with parentheses around the count
of observationsfor that row. For rows above the median, the number in the
first column is the number of itemsin that row plus the number of itemsin
all the rows above. Rows below the median are just the opposite. If the
number of casesis even and the two middle valuesfall in different rows,
thereisno “median row”.

Further details of how to interpret stem and leaf plots can be found in
Velleman and Hoaglin (1981).
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Percentiles

Specification

Example
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The Per centile procedure computes the percentiles you specify for alist of
variables. A percentileis avalue such that a specified percent of the data
fallsat or below that value. The median isthe 50th percentile. The lower
and upper quartiles are the 25th and 75th percentiles.

Wariablez Percentile Variablez
AGECLASS ‘ | } | AGE
COMCLASS COKMC

STATE Cancel

[Emi
Help |

rPemcentles————

a |10
1o |5
43 |50
wls
w0

Select the variables for which you want to compute percentiles from the
Variables list and move them to the Percentiles Variableslist. Enter one or
more Percentile values you want computed in the space provided.

The data are from Snedecor and Cochran (1980, p. 386), described at the
beginning of this chapter. The 10th, 25th, 50th (the median), 75th, and 90th
percentiles are computed for the variables AGE and CONC, the age and
cholesterol level for asample of female subjects. The analysisis specified
in the dialog box above. The results are given below.

Percentiles

Vari abl e Cases 10.0 25.0 50.0 75.0 90.0
AGE 30 21.900 37.500 48.000 59. 250 70.900
CONC 30 137.30 180. 00 199. 00 251.00 329.50
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Box and Whisker Plot

Specification

Data
Restrictions

The Box and Whisker Plot procedure computes box plots that graphically
present measurements of central tendency and variability. A series of box
plots can be displayed side by side, which can dramatically illustrate
differences between groups.

Box and Whisker Plots E3
todel Specificatio
i+ Categorical
" Table - -
Cancel |
Wariablex Dependent Variable
AGE | | IEEINE Help |
COMCLASS ‘ ’
STATE

LCategoncal Vanable

4] » |¢«GEELA55
_l _l iz [Optionall———

Tatile wanables
r Lo
KIS - —
Step I

First you select the method of specifying the analysis by selecting one of the
Model Specification radio buttons. The method you choose depends on
how you'’ ve organized the data you want to plot. Select the Categorical
method if you want to plot the data of a single variable (the Dependent
Variable) using a second classifying variable that identifies groups (the
Categorical Variable). Thiswill produce a series of box plots, one for each
level of the classifying variable.

Select the Table method if you want to plot the data of several variables
side by side. Move the names of the variables you want to plot from the
Variableslist to the Table Variables list.

Data values can’'t exceed 99,999. No more than 30 box plots can be
displayed at once. The categorical variable can be of any type. Real values
for the categorical variable will be truncated to whole numbers.
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The original data are from Snedecor and Cochran (1980, p. 386), described
at the beginning of this chapter. The dialog box on the preceding page
specifies box plots for CONC (cholesterol concentration) grouped by
AGECLASS. The resulting graph is displayed below.

Box and Whisker Plot

350

270

190 |

Cholesterol Concentration

110 4

30 40 50 70

AGECLASS

24 cases

These box plots powerfully illustrate that cholesterol concentration
increases with age. Each box plot is composed of abox and two whiskers.
The box encloses the middle half of the data. The box is bisected by aline
at the value for the median. The vertical lines at the top and the bottom of
the box are called the whiskers, and they indicate the range of “typical” data
values. Whiskers always end at the value of an actual data point and can’t
be longer than 1Y% times the size of the box.

Extreme values are displayed as “ " for possible outliersand “O” for
probable outliers. Possible outliers are values that are outside the box
boundaries by more than 1%z times the size of the box. Probable outliers are
values that are outside the box boundaries by more than 3 times the size of
the box.

More precise details of the concepts of middle half, typical values, and

possible and probable outliers can be found in Velleman and Hoaglin
(1981).
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Error Bar Chart

The Error Bar Chart graphically displays the means and standard
deviations (or standard errors) for alist of variables, or for one variable
broken into groups by one or two grouping variables. The means are
represented using vertical bars or circles, and the standard deviations are
represented using avertical line centered on the mean.

Specification Eror Bar Chart |

todel Specificatio
&+ Categorical
" Tatle

Wanables Dependent Vanable rChart Type—
| | E Help |
AGE { ’ COMC ar
COMCLASS

" Line

Cancel

LCategoncal Vanables

4| }l BGECLASS ~Emar Bar Tope——
STATE &+ Std Deviation
Tiablevarnatles " Std Enor

> — ¢ NoBars
_l _l rrsAsis (Optionall——
Lave I—
gh [
Step I—

First you select the method of specifying the analysis, using either the
Categorical method or the Table method. Select the Categorical method if
you want to plot the data of a single variable (the Dependent Variable)
divided into groups by one or two classifying variables (the Categorical
Variables). Select adependent variable and either one or two categorical
variables. Using one categorical variable produces a series of bars, one for
each level of the categorical variable. If you enter two categorical variables,
the first is used to define the X axis and the second is used to further
subdivide the data into sub-bars (see the example chart on the next page).

Select the Table method to plot the data of several variables side by side.

Highlight the variables you want plotted in the Variables list and press the
right-arrow button to move them to the Table Variables list.
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Next select the Chart Type, either bar chart or line chart. The bar chart uses
vertical barsto represent the means. The line chart uses circles to mark the
means, and the circles are connected sequentially with lines. The line chart
is sometimes used when the grouping variable is ordered in a meaningful
way, such as months of the year.

Y ou have three choices for Error Bar Type: the standard deviation,
standard error of the mean, and no error bars.

When using the table method, you can select up to 20 variables. When
using the categorical method, the first categorical variable can have up to 20
levels and the second categorical variable, if any, can have up to five levels.

The original data are from Snedecor and Cochran (1980, p. 386), described
at the beginning of this chapter. CONC isthe cholesterol concentration,
AGECLASS indicates the age class, and STATE indicates in which of two
states the subject lives. The three observations associated with age classes
10 and 20 were omitted for this analysis using the Omit/Select Cases
procedure. The analysisis specified on the preceding page. The resulting
chart is shown below.

Error Bar Chart with SD

400 1

Cholesterol Concertration
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Cross Tabulation

Specification

Data
Restrictions

The Cross Tabulation procedure forms a cross tabulation table (also called
acontingency table) for up to five classifying variables. The number of
classifying variables determines the dimension of the table. There' satable
cell for all unique combinations of values of the classifying variables. A
cross tabulation table displays the number of casesthat fall into each of the
cross-classified table cells. In statistical terms, such a table represents the
joint frequency distribution of the classifying variables.

Cross Tabulation x|
Wariablez Crozs T ab Variables
AGE ’ | AGECLASS
CONE CONCLASS
STATE Cancel
Kl e
Help |

[ Report Colurnn Percent

[~ Report Bow Percent

v Dizplay Grid

To perform a cross tabulation, you simply select the classifying variables
from the Variables list and press the right-arrow button to move them to the
Cross Tab Variableslist. Thelast variable becomes the column classifier
and the second-to-last variable becomes the row classifier. If more than two
variables are selected, the earlier variables become “ control” variables. A
separate table is produced for each unique combination of control variable
values. Thesetables are produced in dictionary order; the levels of the
rightmost control variables increment most rapidly.

A cross tabulation table always contains the counts for each cell. If you
want to have column and row percentages reported for each cell aswell,
check the Report Column Percent and Report Row Percent check boxes.

There can be up to five classifying variables. Each classifying variable can
have up to 500 levels. Classifying variables can have any data type (redl,
integer, date, and string). Numerical values of classifying variables must be
whole numbers no larger than 99,999. Strings are truncated to ten
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characters.

Example The original data are from Snedecor and Cochran (1980, p. 386), described
in the beginning of this chapter. AGECLASS indicates the age class a
person was in (for example, AGECLASS = 60 means the person was in the
60 to 69 year age class). CONCLASS indicates the cholesterol
concentration class a person wasin (for example, CONCLASS = 160 means
the person’s cholesterol level wasin the 160 to 199 mg/100 ml range).

The dialog box on the preceding page illustrates how to request cross
tabulation of AGECLASS by CONCLASS. Theresults are displayed
below:

Cross Tabul ati on of AGECLASS by CONCLASS

CONCLASS
AGECLASS 80 120 160 200 240 320
L Fomm - - L Homm - - - L Fomm - - +
10 | 0 | 1| 1| 0| 0 | 0 | 2
L Fomm - - L Homm - - - L Fomm - - +
20 | 0 | 0 | 1| 0 | 0 | 0 | 1
L Fomm - - L Homm - - - L Fomm - - +
30 | 0 | 2 2 1 0 | 0 | 5
L Fomm - - L Homm - - - L Fomm - - +
40 | 1 1| 4 | 2| 0 | 0 | 8
L Fomm - - L Homm - - - L Fomm - - +
50 | 0 | 0 | 2 2| 3| 0 | 7
L Fomm - - L Homm - - - L Fomm - - +
60 | 0 | 0 | 0 | 0| 1 2 3
L Fomm - - L Homm - - - L Fomm - - +
70 | 0 | 0 | 0 | 1 2 | 1| 4
L Fomm - - L Homm - - - L Fomm - - +
1 4 10 6 6 3 30
Cases Included 30 M ssing Cases O

Note the diagonal pattern of nonzero cellsin the table above. This suggests
arelationship between age and cholesteral level.
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Scatter Plot

The Scatter Plot procedure is used to produce a bivariate scatter diagram.
Pairs of numbers are plotted as pointson a X-Y graph. You can also have a
fitted regression line displayed.

When investigating possibl e rel ationshi ps between variabl es, plotting the
data should be one of your first steps. Visual inspection of the datais
invaluable and often reveals features of the data that would be overlooked if
you proceeded directly with your statistical analyses.

Specification Scatter Plot ]
Y ariables =tz Wariables —stois [Dptionall———
AGE ‘ | ’ | AGE
AGECLASS Low I L §
CONCLASS High | Cancel |
STATE Step I— Help |
Bz Variables -tz [Dptionall———
il Ll CONE Lo I
High I
Step I
Grouping % ariable [Opt)
‘ | } | I [~ Display Begression Line

Select an X Axis Variableand aY Axis Variable. The arrow buttons to the
left of each list are used to select and deselect variables for the respective
lists. You can select additional variable name pairs. All pairs are displayed
on the same graph using different symbols.

Y ou can enter low, high, and step valuesto control the scales of either the X
Axisor the Y Axis. If you enter low and high values for either the X or the
Y axis, only points that fall between these values will be plotted. This
option is useful for eliminating outliers from the plot or zooming in on a
particular portion of the plot.

Check the Display Regression Line box to have afitted regression drawn
through the points on the scatter plot.
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The data are from Snedecor and Cochran (1980, p. 386), described at the
beginning of this chapter. The dialog box on the preceding pageis used to
regquest a scatter plot for CONC vs. AGE, the blood cholesterol level and
age of 30 female subjects. Theresults are displayed below.

Scatter Plot of CONC vs AGE

2604 +

2104

26804

160

Cholesterol Concentrafian

Age in Years

Thefitted linear regression line in the graph above makes it easier to see the
linear relationship between age and cholesterol concentration. A fitted line
can also be useful as areference line to spot nonlinear relationships
between two variables.

The results menu for the Scatter Plot procedure includes a Titles procedure
that lets you change the titles that appear on the plot, and a Graph
Preferences procedure that lets you change plot symbols and colors. Please
see Chapter 1 for details.

Results

Titlesz...
Graph Preferences. ..

Options...
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Breakdown

Specification

Data
Restrictions

Breakdown computes summary statistics for a variable broken into groups
and subgroups in a nested fashion. The dependent variable can be classified
by up to five categorical variables. The summary statistics are displayed for
al levels of nesting. You can select the statistics to be reported from the
following list: number of cases, sum, mean, standard deviation, variance,
and standard error of the mean.

Breakdown Ed |

Warniahlez Lependent Y ariables

AGE _l _l CONC
COMNCLASS 442

Cancel |
Help |

Cateqorical W ariables

STATE
il Ll AGECLASS

Feport Format——
Statistics to Repott———— " List Format
¥ N ¥ 5D " Crosstabs Farmat

[+ Sum [ “ariance I Display Grid
[+ Mean [ SE Mean

I wide Fepart

Select the variable you want to compute the summary statistics for and
move it to the Dependent Variable box. Then select up to five Categorical
Variables that will be used to “break down” the datainto groups. The order
in which the categorical variables are selected determines the order of
nesting, with the value of the last variable changing most rapidly.

Check the Statistics to Report boxes for the statistics you want to include in
the report. Select areport format. An example of the List Format is
displayed on the next page. The Crosstabs Format presents the same
information in two-dimensional tables.

There can be up to five categorical variables. The categorical variables can
be of any datatype. Real valueswill be truncated to whole numbers and
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must be no larger than 99,999. Strings will be truncated to ten characters.

The original data are from Snedecor and Cochran (1980, p. 386), described
at the beginning of this chapter. The dependent variable CONC is the
cholesterol concentration of 30 female subjects. The two categorical
variables used are STATE and AGECLASS. For example, suppose you're
interested in the cholesterol concentration means by states as well as the
age-specific means within states. The variables selected in the dialog box
on the preceding page specify that AGECLASS be nested within STATE.
The results are presented below.

Breakdown for CONC Chol esterol Concentration

Vari abl e Level N Sum Mean SD
AGECLASS 30 2 383 191.50 13. 435
AGECLASS 40 3 414 138. 00 37.510
AGECLASS 50 3 676 225. 33 35.076
AGECLASS 60 1 249 249. 00
AGECLASS 70 2 563 281.50 81.317

STATE | owa 11 2285 207.73 63. 795
AGECLASS 10 2 326 163. 00 36.770
AGECLASS 20 1 191 191. 00
AGECLASS 30 3 476 158. 67 18. 502
AGECLASS 40 5 996 199. 20 19.791
AGECLASS 50 4 941 235. 25 30. 314
AGECLASS 60 2 693 346. 50 13. 435
AGECLASS 70 2 502 251. 00 14.142

STATE Nebr aska 19 4125 217.11 58.796

Overal | 30 6410 213.67 59.751

Cases Included 30 M ssing Cases O

The indentations of the first two columns (the variable names and their
values) depict the nesting structure. Any variable X indented with respect
to another variable Z means the statistics for the levels of X are nested
within the levels of Z. For example, AGECLASS is nested within STATE.
The order of nesting is consistent with the order in which the classifying
variables are listed in the Categorical Variableslist box.

Note that the outer levels of nesting summarize the inner levels. Inthe

example above, the line labeled “lowa” summarizes the datafor the five age
classes listed above it.
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One, Two, & Multi-Sample Tests

Summary Statistics L4
Orne, Two, Muli-Sample Tests # One-Sample T Test...
Linear Models 4 Paired T Test...
Azzociation Tests L4 Sign Test...
Randomness/Marmality Testz  # Wilcoron Signed Rank Test..
Time Seriez 4 Two-Sample T Test...
Buality Control L4 Wilcoxon Bank Sum Test...
b

Survival Analysiz Median Test. ..

Probability Functions... DOrneafap A0V,
Kruskalw allis Oneway A0V, .
Friedman Two-tway A0Y,

Propartion Teszt...

Satistix offers a number of procedures to test hypotheses about the central
values of the population distributions from which the samples are drawn.
These procedures are often referred to as tests of location. Severa of these
tests are parametric and reguire the assumption that the data are normally
distributed. Nonparametric tests are provided for situations where the
assumption of normality is not appropriate. When their assumptions are
appropriate, parametric tests are generally more powerful than their
nonparametric equivalents, although nonparametric tests often compare
quite well in performance. The parametric versions test hypotheses
concerning the group means. The nonparametric procedures test central
value hypotheses based on measures other than the mean.
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The One-Sample T Test isused to test hypotheses about sample means.

ThePaired T Test isaparametric test used to test for differences between
means of two groups when the samples are made in pairs.

The Sign Test and Wilcoxon Signed Rank Test are nonparametric
alternativesto the Paired T Test.

The Two-Sample T Test is aparametric test that tests for adifferencein
the means of two groups when the samples are drawn independently from
two normally distributed populations.

The Wilcoxon Rank Sum Test and Median Test are nonparametric
aternativesto the Two-sample T Test.

The One-Way AOV isamulti-sample test that tests for differences among
the means of several groups.

The Kruskal-WallisOne-Way AOV is anonparametric alternative to the
One-Way AQV.

The Friedman Two-Way AOV is anonparametric alternative to the two-
way analysis of variance. The General AOV/AOCYV procedure, which is
discussed in Chapter 6, performs parametric tests with two or more
classifying attributes.

The Proportion Test is used to perform one- and two-sample hypothesis
tests and compute confidence intervals for proportions.

Background on the parametric tests can be found in Snedecor and Cochran

(1980). Hollander and Wolfe (1973), Lehmann (1975), and Siegel and
Castellan (1988) are good references for the nonparametric procedures.
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One-Sample T Test

Specification

Example

The One-Sample T Test is used to test whether the mean of a sample
drawn from anormal population differs from a hypothesized value.

One-Sample T Test |

Wariables Sample Y ariables

ﬂ Ll CaLORIE

Help

Cancel |
_ e |

Hull Hypothesiz
200

Alternate Hypothesi
f+ Mot Equal
i~ Less Than
" Greater Than

Select the variable from the Variables list that contains the sample values.
Double-clicking avariable will move it to the Sample Variable box. Enter
avalue for the null hypothesis. Select the two-sided alternative hypothesis
“not equal”, or aone-sided alternative “less than” or “greater than”.

Ten frozen dinners labeled “200 calories’” were randomly selected from a
day’s production at afactory. The caloric content of the dinners were
measured at 198, 203, 223, 196, 202, 189, 208, 215, 218, 207. Thedialog
box above illustrates how to test the hypothesis that the average number of
caloriesin adinner is200. Theresults are:

One- Sample T Test

Nul | Hypothesis: Mu = 200
Al ternative Hyp: Mu <> 200
95% Conf Interval
Vari abl e Mean SE Lower Upper T DF P
CALORI ES 205. 90 3.3282 198. 37 213. 43 1.77 9 0.1100

The report includes the mean, standard error, confidence interval, t-test, and
the p-value. Since the p-value of 0.1100 is larger than the typical value of
0.05 for the rejection level, the null hypothesisis not rejected in this
example.
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Paired T Test

Specification

Example
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ThePaired T Test, aparametric procedure, isuseful for testing whether the
means of two groups are different, where the samples were drawn in pairs.
Thetest is actually testing whether the mean of the differences of the pairs
is different from zero, or from some other hypothesized value.

Paired T Test E3
Yariables Sample Yanables

WIRUST

4 [»] v
Cancel |

MNull Hypathesis

IEI.EI Help |

Alternate Hypothes:
* Mot Equal
" Less Than
= Greater Than

Select the two variables that contain the paired samples. Highlight the
variables you want to select in the Variables list, then press the right-arrow
button to move them to the Sample Variableslist box. The typical Null
Hypothesisisthat the differenceis zero, but you can enter a different value.

Y ou can also select an Alternative Hypothesis: “not equal”, “less than”, or
“greater than”.

The datafor this example (Snedecor and Cochran, 1980, p. 87) concern the
number of lesions produced on atobacco leaf by the application of two
different viral preparations. The halves of aleaf congtitute apair. The data
for the first preparation are in variable VIRUSL, and that for the second
preparation arein VIRUS2 (see Sample Dataltobacco.sx).

CASE VI RUS1 VI RUS2

1 31 18
2 20 17
3 18 14
4 17 11
5 9 10
6 8 7
7 10 5
8 7 6
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The analysisis specified on the preceding page. The results are presented
below.

Paired T Test for VIRUS1 - VIRUS2

Nul I Hypothesis: difference = 0
Alternative Hyp: difference <> 0
Mean 4.0000

Std Error 1.5236

Mean - HO 4.0000

Lower 95% ClI 0.3972

Upper 95% ClI 7.6028

T 2.63

DF 7

P 0.0341

Cases Included 8 M ssing Cases 0

The null hypothesis being examined is that the mean of the differencesis
zero. If the assumption of normality is appropriate, the small p-value
(0.0341) suggests that the mean of the differencesis not zero, i.e., the two
different viral preparations do cause lesions at different rates. (The
Shapiro-Wilk Test and Normal Probability Plot can be used to examine
the assumption of normality.) The p-valueisfor atwo-tailed test; halving it
produces a one-tailed p-value.

It's not appropriate to use this test if the data are not paired. We'll call the
unit from which the two members of the pair were drawn ablock. For
example, the blocks may be individuals and the two members of the data
pair are reaction times before and after ingestion of some test medication.
The advantage of a paired test is that it removes variation in the data due to
blocks; the data used for the test are the pair differences within the blocks.
The“noise” in the data due to the fact that some individuals have naturally
faster or slower reaction times regardless of the medication would thus be
eliminated. (The pairedt test isaspecial case of arandomized block design
analysis of variance.) Thisanalysisis not very efficient if the pair members
are not correlated within blocks; in this case a Two-Sample T Test should
be considered instead. Snedecor and Cochran (1980, p. 99-102) give further
detail on paired versus independent sampling.
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Sign Test

Specification

Example
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The Sign Test isanonparametric alternative to the Paired T Test. It
requires virtually no assumptions about the paired samples other than that
they are random and independent. On the negative side, it’ s not as powerful
asthe Paired T Test or Wilcoxon Signhed Rank Test. However, it's
especially useful for situations where quantitative measures are difficult to
obtain but where a member of the pair can be judged “ greater than” or “less
than” the other member of the pair.

Aswith other paired t tests, it assumes that you have two groups and that
you have drawn your samplesin pairs. The only information in the data
which the sign test usesis whether, within apair, the item from the first
group was greater than (“+") or lessthan (“-") the item in the second group.
If there is no consistent difference between the groups, there should be an
equal number of “+"sand “-"sin the data except for random variation.

Sign Test |

Warnables Sample Yanables

0 L

Help

Eance|
_ e |

Select the two variables that contain the paired samples. Highlight the
variablesin the Variables|list, then press the right-arrow button to move
them to the Sample Variableslist box. You can also move avariable by
double-clicking on the variable name.

The datafor this example (Snedecor and Cochran, 1980, p. 87) concern the
number of lesions produced on atobacco leaf by the application of two
different viral preparations. The halves of aleaf congtitute apair. The data
for the first preparation are in variable VIRUSL, and that for the second
preparation arein VIRUS2 (see Sample Dataltobacco.sx).
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Computation-
al Notes

CASE VI RUS1 VI RUS2

1 31 18
2 20 17
3 18 14
4 17 11
5 9 10
6 8 7
7 10 5
8 7 6

The analysisis specified on the preceding page. The results are displayed
below.

Sign Test for VIRUS1 - VI RUS2

Number of Negative Differences 1
Number of Positive Differences 7
Number of Zero Differences (ignored) 0

Probability of a result as or more
extreme than observed (one-tailed p-value) 0.0352

A value is counted as a zero if its
absolute value is less than 0.00001

Cases Included 8 M ssing Cases 0

The null hypothesis tested by the sign test is that the median of the
differencesis zero. The calculated probability is the binomial probability of
observing as few or fewer of the less abundant sign, given that an individual
differenceis equally likely to be of either sign.

For the virus example, the calculated probability is the probability of
observing one or fewer negative differences in arandom sample of eight.
Thisis aone-tailed probability; doubling it produces the correct two-tailed
value. So the two-tailed p-value for the example is 0.0704, somewhat larger
than the p-value observed with the Paired T Test.

The probability is calculated using the same routine as in the binomial
function in Probability Functions. The parameter Pis set to 0.5.
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Wilcoxon Signed Rank Test

Specification

Example
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The Wilcoxon Signed Rank Test is anonparametric aternative to the
Paired T Test. It'sgenerally more powerful than the Sign Test. Aswith
other paired tests, it assumes that you have two groups and that you have
drawn your samplein pairs. Each pair contains an item from the first group
and an item from the second group. This procedure tests the hypothesis that
the frequency distributions for the two groups areidentical. Exact p-values
are computed for small sample sizes.

Select the two variabl es containing the paired samples. Highlight the
variablesin the Variables|list, then press the right-arrow button to move
them to the Sample Variableslist box.

Wilcoxon Signed Rank Test |

Warnables Sample Yanables

0 L

The datafor this example (Snedecor and Cochran, 1980, p. 87) concern the
number of lesions produced on atobacco leaf by the application of two dif-
ferent viral preparations. The halves of aleaf constitute apair. The datafor
the first preparation are in variable VIRUSL, and that for the second
preparation arein VIRUS2. See Paired T Test on page 128 for the data
listing, or open the data file Sample Data\tobacco.sx.

The differences are first ranked by absolute value. Tied values are given a
mean rank (Hollander and Wolfe 1973). Differences are considered to be
tied if they are within 0.00001 of one another. The ranks are given the same
signs that the original differences had. The negative and positive signed
ranks are then summed separately.
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W | coxon Signed Rank Test for VIRUS1 - VIRUS2

Sum of Negative Ranks -2.0000
Sum of Positive Ranks 34.000
Exact probability of a result as or more extreme

than the observed ranks (one-tailed p-val ue) 0.0117
Nor mal Approxi mation with Continuity Correction 2.170
Two-tailed P-value for Normal Approximation 0. 0300
Total number of values that were tied 3

Number of zero differences dropped 0

Max. diff. allowed between ties 0. 00001

Cases Included 8 M ssing Cases 0

Suppose the frequency distributions for groups one and two were the same.
The frequency distribution of the differences of the pairs would then be
symmetrical and have a median of zero. In thisinstance, the absolute values
of the sums of negative and positive signed ranks would be expected to be
“similar”. The signed rank test tests the null hypothesis that the median of
the differences equal s zero.

The exact p-values for the Wilcoxon signed rank test are computed for
small to moderate sample sizes (20 or fewer cases). The exact one-tailed p-
value is computed; doubling this yields the exact two-tailed p-value. When
ties are found to be present, the “exact probability” is no longer exact but
will usually be a good approximation. When sample sizes are moderate to
large, the normal approximation statistic givesreliable results. The p-value
for the normal approximation istwo-tailed. The normal approximation
includes a correction for continuity; its useis described in Snedecor and
Cochran (1980, p. 142).

In the example, the exact p-valueis 0.0117, which when doubled gives the
two-tailed value of 0.0234. Thisisfairly close to the p-value of 0.0300
using the normal approximation. Aswith thet test, these results suggest
that the preparations do produce lesions at different rates. While the paired
t test is amore powerful test than the signed rank test, the differencein
power is often not great. The signed rank test is a popular alternative
because it requires much less restrictive assumptions about the data.

The exact p-value routine is based on the p-value routine for the Wilcoxon

Rank Sum Test. It exploitsthe fact that the null distribution of the signed

rank statistic can be factored as a product of a binomial distribution and the
null distribution of the rank sum statistic (Bickel and Doksum 1977).
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Two-Sample T Test

Specification

134

This procedure computes two-sample t tests, which test for differences
between the means of two independent samples. It'sapplicablein
situations where samples are drawn independently from two normally
distributed groups. Two't tests are computed; one assumes equal group
variances, and the other assumes different group variances. A test for
equality of variancesis also performed.

The analysis can be specified in one of two ways, depending on how the
data are stored. If the datafrom both groups are entered into asingle
variable, and a second categorical variable is used to identify the two
groups, use the Categorical method, asillustrated below. Move the
variable containing the observed data into the Dependent Variable box.
Move the variable that identifies the two groupsinto the Categorical
Variable box. To move avariable, highlight the variable in the Variables
box, then press the right-arrow button next to the box to which you want to
move it. When using the categorical method, you can specify more than
one dependent variable, in which case a separate report is displayed for
each variable.

Two Sample T Test E

todel Specificatio
i+ Cateqorical
" Table

Cancel |
Warables Dependent Yanables

{l ’l COMC Help |
Hull Hypathems

LCategorical Yariable
‘ | } | IMETHEID

Table Y ariables

ET0S —

If the two groups are entered into Statistix as two variables, one for each
group, use the Table method asillustrated on page 137. Select the two
variables and move them to the Table Variables box.

Alternate Hypothesi
% Mot Equal
= Less Than
" Greater Than
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Typically the null hypothesisis that the means are equal, or that the
differenceis zero. You can enter adifferent value for the null hypothesis.
Y ou can also select the alternative hypothesis: the two-sided alternative
“not equal”, or aone-sided alternative “less than” or “greater than”.

Data The grouping variable used with the categorical method can be of any data

Restrictions type (i.e., real, integer, date, or string). Real values are truncated to whole
numbers and must be no larger than 99,999. Strings are truncated to ten
characters.

Example The data for this example come from Snedecor and Cochran (1980). The

goal isto compare the results of a standard, but slow, chemical analysis
procedure with a quicker, but potentially less precise, procedure. The
variable CONC is used to store the chemical concentrations determined by
both methods. The variable METHOD is used to identify the method used
(1 = standard, 2 = quick) to determine the concentration.

CASE CONC METHOD
1 25 1

N
N
NNNNMNNNNNPR PR RE

These data are available in the file Sample Data\concentrations.sx. The
analysisis specified on the preceding page. Theresults are displayed on the
next page.

Summary statistics for the two groups are given first, including the group
means, sample sizes, standard deviations, and standard errors. Thet-
statistics and associated information are given next. Thet test labeled
“Equal Variances’ istesting the null hypothesis that means for the two
groups are equal given that the two groups have the same variances. Thet
test labeled “Unequal Variances’ tests the same null hypothesis except that
it does not require the assumption that the variances of the two groups are
equal. A discussion of such testsis given in Snedecor and Cochran (1980,
p. 96-98). Note that the degrees of freedom for unequal variances are
expressed as adecimal number. It's computed using Satterthwaite's
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approximation, described in Snedecor and Cochran. An F test for the
equality of the group variancesis given after thet tests.

Two- Sanmpl e T Tests for CONC by METHOD

METHOD Mean N SD SE
St andard 25.000 4 0.8165 0.4082
Qui ck 21.000 8 4.2088 1.4880
Di fference 4.0000

Nul I Hypothesis: difference = 0

Alternative Hyp: difference <> 0
95% ClI for Difference

Assunmption T DF P Lower Upper
Equal Variances 1.84 10 0. 0956 -0.8433 8.8433
Unequal Variances 2.59 8.0 0.0320 0.4408 7.5592
Test for Equality F DF P

of Variances 26.57 7,3 0.0106
Cases Included 12 M ssing Cases 0

Snedecor and Cochran use the above example to illustrate how unequal
variances can influence the analysis. Evidence for a difference between two
chemical analysesis considerably weaker when equal variances are
assumed (p=0.0956) than when unequal variances are assumed (p=0.0320).
When in doubt, it’s safer to assume the variances are unequal. In our
example, the F test for equality of variances lends strong support for
assuming the variances are unequal (p=0.0106).

Theset tests, as well asthe F-test for equality of variances, are based on the
assumption that the data are normally distributed. The Shapiro-Wilk Test
and Normal Probability Plot are useful for examining this assumption.

Y ou should consider the M edian Test or the Wilcoxon Rank Sum Test if
non-normality is a problem.

To illustrate the Table method of model specification, suppose that the data
from the two methods were entered as two separate variables.

CASE STANDARD QUI CK

1 25 23
2 24 18
3 25 22
4 26 28
5 M 17
6 M 25
7 M 19
8 M 16

To specify the analysis, first select Table from the Model Specification
radio buttons. Then move the two variable names STANDARD and
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QUICK from the Variableslist to the Table Variables list box. The dialog
box below illustrates this method.

Two Sample T Test E3

Model S pecificatio
" Categorical
* Tahble

Varlable& Dependent Variables

| | Help |
Rull Hyputheals

LCategorical Variable
il Ll I Alternate Hypothesi

Table Yanables: Gl ]

" Lezz Than
‘ | ’l STANDARD ~ G
QUICK, reater Than

Eancel

Wilcoxon Rank Sum Test

Satistix computes the Wilcoxon Rank Sum Test, a nonparametric
procedure that tests for differencesin the central values of samplesfrom
two independent samples. Thistest can be performed with either of two
statistics—the Wilcoxon rank sum statistic or the Mann-Whitney U statistic.
Statistix computes both statistics. Both of these statistics are
mathematically equivalent and always lead to identical results. Exact p-
values are given for small sample sizes. Thistest is often almost as
powerful asthe Two-Sample T Test, and is usually more powerful than the
Median Test.
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The analysis can be specified in one of two ways, depending on how the
data are stored. If the two groups are entered into Statistix as two variables,
use the Table method and move the two variables to the Table Variables
list box.

If the data from both groups are entered into a single variable and a second
categorical variable isused to identify the two groups, use the Categorical
method asillustrated in the dialog box below. Move the variable containing
the observed data into the Dependent Variable box, and the variable that
identifies the two groups into the Categorical Variable box.

Wilcoxon Rank Sum Test |

Model Specificatio

" Categorical

o
Cancel |

Wanables Dependent arables
Help
‘ | ’ | COMC

LCategarical Variable
< | ’ | IMETHDD

Table Yariables

10—

The data for this example come from Snedecor and Cochran (1980). The
variable CONC is used to store the chemical concentrations determined by
two methods. The variable METHOD is used to identify the method used
(1 = standard, 2 = quick) to determine the concentration.

CASE CONC METHOD

1 25 1
2 24 1
3 25 1
4 26 1
5 23 2
6 18 2
7 22 2
8 28 2
9 17 2
10 25 2
11 19 2
12 16 2
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Computation-
al Notes

The analysisis specified on the preceding page. The results are shown
below.

W | coxon Rank Sum Test for CONC by METHOD

METHOD Rank Sum N U Stat Mean Rank

St andard 36. 000 4 26. 000 9.0

Qui ck 42.000 8 6.0000 5.3

Tot al 78.000 12

Exact Pernmutation Test Two-tailed P-value 0.2869

Nor mal Approxi mation with Corrections for Continuity and Ties 1.625
Two-tailed P-value for Normal Approximation 0.1042
Total number of values that were tied 3

Maxi mum di fference all owed between ties 0.00001

Cases Included 12 M ssing Cases O

All the data are combined and converted to ranks. Tied scores are assigned
mean ranks (Hollander and Wolfe 1973). Vaues are considered to be tied
if they are within 0.00001 of one another. The ranks for each group are
then summed to get the rank sum statistic for each group. If the
distributions for the two groups are the same, the average ranks should be
“similar” for each group. The null hypothesis being tested by the rank sum
test is that the distributions for the two groups are the same. Rejecting this
hypothesis usually leads to the conclusion that the central values for the two
groups differ, although strictly you can only conclude that the distributions
for the two groups differ in some way (Bradley 1968).

The Mann-Whitney U statistic corresponding to the rank sumisalso given.
When sample sizes are small to moderate, exact p-values are calculated and
displayed. (Exact p-values are computed for total sample sizes of 26 or
smaller.) For moderate to large samples, the traditional normal
approximation statistic and associated two-tailed p-value is displayed.

The exact p-value and normal approximation p-value are quite different in
this example. The exact p-value, when reported, should always be used in
preference to the normal approximation. The exact p-value of 0.5859 does
not provide any evidence that the two chemical techniques are different.

The algorithm for the exact p-valueis givenin Manly (1991). The
corrections for continuity and ties for the normal approximation are
givenin Siegel and Castellan (1988).
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Median Test

The Median Test is anonparametric two-sample test. It teststhe
hypothesis that the medians for the two groups from which the samples
were drawn are equal.

Specification The analysis can be specified in one of two ways, depending on how the
data are stored. If the datafrom both groups are entered into asingle
variable and a second categorical variable is used to identify the two groups,
use the Categorical method. Move the variable containing the observed
datainto the Dependent Variable box, and the variable that identifies the
two groups into the Categorical Variable box.

If the two groups are entered into Statistix as two variables, select the Table
method as illustrated in the dialog box below. Move the two variables to
the Table Variables list box.

Median Test E3 |

Model Specificatio

" Categorical

A
Eancel

Wanables Dependent arables

_|_||7

LCategarical Variable
A >l

Table Yariables

Data The chi-square value is not computed for sample sizes less than ten. Itis
Restrictions recommended that you use the Two By Two procedure to compute Fisher’s
exact method in such cases.
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Example The data for this example come from Snedecor and Cochran (1980). The
goal isto compare the results of a standard, but slow, chemical analysis
procedure with a quicker, but potentially less precise, procedure. The
variable STANDARD stores the chemica concentrations determined using
the standard method, and the variable QUICK stores the concentrations
determined using the quicker method.

CASE STANDARD QUI CK
1 25 23

0 ~NO U WN

The analysisis specified on the preceding page. Theresultsare asfollows:

Medi an Test for QUICK - STANDARD

QUI CK STANDARD Tot al
Above Medi an 2 4 6
Bel ow Medi an 6 0 6
Tot al 8 4 12
Ties with Median 0 0 0
Medi an Val ue 23.500

Chi - Square 6.00 DF 1 P-value 0.0143
Max. diff. allowed between a tie 0.00001

Cases Included 12 M ssing Cases 4

Thefirst stepisto find the median for al of the data, which for our example
was 23.5. The number of values above and below the median in each sam-
pleistallied, and the two by two table displayed aboveis created. The
number of ties with the median is also displayed, but thisinformation isn’'t
used in the calculations. A valueis considered to be tied with the median if
it differs by no more than 0.00001.

If the medians for the two groups are equal, we would expect “similar”
numbers of values within each group to fall above and below the median.
The null hypothesis being tested is that the medians for the two groups are
equal. Thetest amountsto atypical chi-square test for independence or
heterogeneity, performed on the two by two table.

The chi-square value in the example is 6.00, which resultsin a p-value of

0.0143. Thissupportstheideathat the chemical analysis procedures are
different.
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This procedure performs a one-way analysis of variance (Snedecor and
Cochran, Chapter 12). The One-Way AOV provides statistics for both the
fixed effects (Type ) model and the random effects (Type I1) model. It also
tests for equality of variances between levels, and there are options to
perform multiple comparisons of means, contrasts, residual plots, and save
fitted values and residuals. The one-way AOV isequivalent to the
Completely Randomized Design discussed in Chapter 7.

To use the One-Way AQOV procedure, you can organize your datain one of
two ways. In the Table method, you create one variable for each of the
treatments, then enter the responses observed for each treatment in its own
variable. Your second option isto create a single dependent variable and
enter all of the responses observed for all of the treatments. Then create a
second variable with categorical values (e.g., 1, 2, 3...) that represent the
treatments. Thisis called the Categorical method. Both of these methods
areillustrated below.

Sample sizes within treatment levels can be unequal. The maximum
number of treatment levelsis 500. The treatment variable used with the
categorical method can be of any datatype. Real values are truncated to
whole numbers and must be no larger than 99,999. Strings are truncated to
ten characters.

The example below is from Snedecor and Cochran (1980, p. 216). The
grams of fat absorbed by batches of doughnuts was measured using four
types of fat. The fat absorbed isthe response, the fat types are the
treatments. To illustrate the Table method of model specification first,
suppose we entered the responses using four variables, FAT1, FAT2, FAT3,
and FATA4, each representing one of the four treatments (see datafile
Sample Data\doughnuts.sx).
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The model is specified in the dialog box below. The Table method was
sel ected and the four variables moved to the Table Variables box.

One-Way ADV |

todel Specificatio
" Categorical
' Tahble
Wariables Dependent ' anable
4| 4 | [ —lﬂeb

Lategorical YWariable

A
RN

Cancel

Tahle Variahles

Theresults are displayed below.

One-Way AOV for: FAT1 FAT2 FAT3 FAT4

Source DF SS MS F P
Bet ween 3 1636. 50 545.500 5.41 0.0069
Wt hin 20 2018. 00 100. 900
Tot al 23 3654.50
Grand Mean 73.750 CVv 13.62
Chi - Sq DF P
Bartlett's Test of Equal Variances 1.75 3 0.6258
Cochran's Q 0.4410
Largets Var / Smallest Var 2.9470
Component of variance for between groups 74.1000
Effective cell size 6.0
Vari abl e Mean
FAT1 72.000
FAT2 85. 000
FAT3 76.000
FAT4 62.000
Observations per Mean 6
Standard Error of a Mean 2.0250

Std Error (Diff of 2 Means) 2.4082

A standard analysis of variance table is displayed first. Note that the F test
suggests a substantial between-groups (fat types) effect, with a p-value of
0.0069. The F test assumes that the within-group variances are the same for
al groups. Bartlett’' stest for equality of variances tests this assumption; it
is shown below the analysis of variance table. The p-value of 0.6258
doesn’'t suggest that the variances are unequal. Bartlett’ stest is described in
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Snedecor and Cochran (1980, p. 252). Another test of equality of variances,
Cochran’s Q, is given below Bartlett’ stest. Cochran’s Q stetistic isthe
ratio of the largest within-group variance over the sum of all within-group
variances. Theratio of the largest within-group variance over the smallest
has also been a popular test for equal variances and is displayed under
Cochran’s Q; tables are given in Pearson and Hartley (1954).

A fixed-effects model (Typel) is appropriate for these data. If arandom-
effects model were appropriate (Type 1), the component of variance for
between groups may be of interest (see Snedecor and Cochran, chap. 13).
The between-groups variance component and effective cell sample size are
displayed below the equality of variance tests. The computation of
effective cell size is described on page 246 of Snedecor and Cochran.

The bottom portion of the report lists a table of within-group means, sample
sizes, and standard errors of the means. The standard error of the difference
of two meansis reported when the sample sizes are equal.

WEe'll use the same analysisto illustrate the Categorical method of model
specification. We now create two variables, a dependent variable
FATABSORB and the treatment variable FATTY PE (see data file Sample
Data\doughnuts.sx).

CASE FATABSORB FATTYPE
1 64 1

-
w
~
o
ARARARARAPROWWWWWWNNNNNNRRRRER

22 64
23 70
24 68

The model is specified in the dialog on the next page.
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One-Way ADY =l

Model Specificatio
' Categorical
" Tatle

Wariables Dependent ' ariable
4| }lIFATABSDFIB Help |
Lategornical Vanable

ﬂﬂW

Table Vanables

1ILI|

One-Way AOV  Once the one-way AQV is computed and displayed, a Results pull-down
Results Menu menu appears in the main menu at the top of the Satistix window. Click on
the Results menu to display the One-Way AOV results menu:

Cancel

jesults
A Table
Fultiple Comparizons 4

Contrasts...

Palynomial Contrasts. .

eans Plat...
Save Residuals... Mormal Probability Plot
W B.esuzls By Fitted % alues
Titles...

Graph Preferences...

Select AQV Tableto have the AOV table and means displayed again.

Select Optionsto display the original One-Way AOV dialog box you used
to specify the model. Y ou can change the details of the model you specified
and recompute the analysis. The remaining procedures are discussed briefly
bel ow; see Chapter 7 for athorough discussion.

Multiple The Multiple Comparisons procedures are used to compare the means of
Comparisons the different groups. Other names for these procedures are mean separation
tests, multiple range tests, and tests for homogeneity of means. The
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Plots

Contrasts

Polynomial
Contrasts

Save Residuals
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multiple comparisons tests performed by Satistix are divided into three
categories: all-pairwise comparisons, comparisons with a control, and
comparisons with the best. See Chapter 7 for a complete discussion of
these procedures and examples of each.

The Plots submenu offers three plots. The Means Plot produces aline-plot
or abar-chart of the means for each group. See Chapter 7 for an example.

The Normal Probability Plot plots the residuals against the rankits. Plots
for normal dataform astraight line. The Shapiro-Wilk statistic for
normality is also reported on the plot. See Chapter 9 for details.

The Resids By Fitted Values plot is useful for examining whether the
variances are equal among the groups. If the order of the groups is mean-
ingful, then systematic departures from equality can be seen in the plot.

The Titles procedure is used to changes the titles of the plot displayed. The
Graph Preferences procedure is used to change details of the plot, such as
font and symbol type. See Chapter 1 for details.

This procedure lets you compute a test for any linear contrast of the group
means. Linear contrasts are linear combinations of the means, and they’re
value for examining the “fine structure” of the data after the overall F test
indicates that the treatment effect is significant. The test computes the
contrast value, sums of squares for the contrast, Scheffe’'s F, and Student’s
t-statistic. See Chapter 7 for details and an example.

This procedure computes the polynomial decomposition of the treatment
sums of squares. Thisisuseful for determining the existence and nature of
trends (i.e., linear, quadratic, etc.) in the treatment level means. See
Chapter 7 for details and an example.

The Save Residual s procedure is used to save the fitted values and residuals
in new or existing variables for later analysis. Thisoption isonly available
if you use the Categorical method of model specification. Simply enter
variable names in the spaces provided for fitted values and residuals. The
fitted value for an observation in a one-way AOV isthe class mean. The
residuals are computed as the observed value minus the fitted val ue.
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Kruskal-Wallis One-Way AOV

Specification

Data
Restrictions

Example

The Kruskal-Wallis One-Way AOV procedure performs a nonparametric
one-way analysis of variance. The Kruskal-Wallis statistic is computed as
are the results of a parametric one-way analysis of variance applied to the
ranks.

To use the Kruskal-Wallis One-Way AOV procedure, you can organize
your datain one of two ways. The Table method is where you enter the
responses observed for each of the treatmentsin its own variable. The
Categorical method is where you enter all of the observed responsesin a
single dependent variable and enter the treatment levelsin a second
grouping variable. Both the Table method and the Categorical method are
illustrated in the example below.

Sampl e sizes within treatments can be unequal. The maximum number of
treatment levelsis 500.

The example data are from Snedecor and Cochran (1980, p. 216) and are
also used as example data for the One-Way AOV procedure. The grams of
fat absorbed by batches of doughnuts were measured using four types of fat.
The fat types are the treatments, and the fat absorbed isthe response. We'll
illustrate the Table method of model specification first. Suppose we enter
the responses using four variables—FAT1, FAT2, FAT3, and FAT4. Each
variable represents one of the four treatments.

CASE FAT1 FAT2 FAT3 FAT4

O GAWN R
~
~
©
N}
~
=
o
£y

The model is specified in the dialog box on the next page.
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Kruskal-Wallis One-Way ADY =l

Model Specificatio
" Categorical
&+ Table
Cancel |
Wariables Dependent ' ariable
4| 4 | [ 4“8":
Lategorical Vanable

A
4

Table Vanables

The Table method was selected and the four variables moved to the Table
Variables box. The results are displayed on the next page.

The Kruskal-Wallis test is a generalization of the Wilcoxon rank sum test.
The data are first ranked irrespective of group. Tied values are assigned
their average rank (Hollander and Wolfe 1973). Va ues are assumed to be
tied if they are within 0.00001 of one another. If each of the groups had
similar distributions, the mean ranks for all groups would be expected to be
“similar”. The null hypothesis being tested is that each of the groups has
the same distribution. Strictly speaking, if the null hypothesisisrejected,
the alternative is that the distributions for the groups differ, although in
practiceit’stypical to assume that the differences are due to differencesin
the central values of the groups.
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Kruskal -Wal | i s One-Way Nonparametric AOV

Mean Sampl e

Vari abl e Rank Si ze
FAT1 11.3 6
FAT2 19.5 6
FAT3 13.6 6
FAT4 5.7 6
Tot al 12.5 24
Kruskal -Wal lis Statistic 11.8322
P- Val ue, Using Chi-Squared Approxi mation 0.0080

Parametric AOV Applied to Ranks

Source DF SS MS F P
Bet ween 3 590. 58 196. 861 7.06 0.0020
Wt hin 20 557.42 27.871

Tot al 23 1148. 00

Total number of values that were tied 8

Max. diff. allowed between ties 0. 00001

Cases Included 24 M ssing Cases O

The analysis of the exampleis consistent with the parametric One-Way
AQV. The p-value of 0.0080 suggests that the mean ranks for the groups
are dissimilar enough to conclude that the fat types differ.

Conover and Iman (1981) proposed first ranking the data and then applying
the usual parametric procedure for computing a one-way analysis of
variance. Theresults of this procedure are displayed underneath the
Kruskal-Wallistest. Theresults are interpreted in the same way asthe
usual analysis of variance, comparing the within-group variance to the
between-group variance. Please note that the usual F test is generally anti-
conservative, giving significant results more often than it should (Iman and
Davenport 1976, 1980). Thisis perhapsthe case in thisexample. Herethe
p-value is smaller than that observed with the parametric analysis of
variance or the Kruskal-Wallis test.

We can use the same analysis to illustrate the Categorical method of model
specification. The data are entered in two variables—a dependent variable
FATABSORB and a categorical variable FATTYPE. Thedataarelistedin
the table on the next page.
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CASE FATABSORB FATTYPE CASE FATABSORB FATTYPE

1 64 1 13 75 3
2 72 1 14 93 3
3 68 1 15 78 3
4 77 1 16 71 3
5 56 1 17 63 3
6 96 1 18 76 3
7 78 2 19 55 4
8 91 2 20 66 4
9 97 2 21 49 4
10 82 2 22 64 4
11 85 2 23 70 4
12 77 2 24 68 4

The model is specified asfollows:

Kruskal-Wallis One-Way ADY =l

Model Specificatio
' Categorical
" Tatle
Cancel |
Wariables Dependent ' ariable
il Ll [FATABSORE Help |

Lategornical Vanable

ﬂ ﬂ [FaTTeFE
Table Vanables
Kija

Kruskal-Wallis Once the Kruskal-Wallis AOV is computed and displayed, a Results pull-
Results Menu down menu appears in the menu at the top of the Statistix window.

Lt

v AN Table
LComparizon of Means...

Options. ..

Select AQV Table to have the Kruskal-Wallis results displayed again.
Select Optionsto display the original dialog box you used to specify the
model. You can change the details of the model you specified and
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All-Pairwise
Comparisons

recompute the analysis. The Comparison of Mean Ranks procedureis
discussed below.

The All-Pairwise Comparisons option is used to compare the mean ranks
of the different groups. This procedure identifies subsets of similar
(homogeneous) means.

Kruskal-Wallis - All-Pairwize Compal |
Alpha  [0.05
Beport Format———————
Cahcel
% Homogeneous groups
€ Triangular matrix Help |

To use the All-Pairwise Comparisons procedure, you enter avalue for
alpha, the rgjection level, and select the report format. The resultsfor the
doughnut fat absorption example described on page 147 using the
Homogeneous Groups report format are given bel ow.

Kruskal -Wal lis All-Pairwi se Comparisons Test

Vari abl e Mean Homogeneous Groups

FAT2 19.500 A

FAT3 13.583 AB

FAT1 11.250 AB

FAT4 5.6667 B

Al pha 0. 05

Critical Z vValue 2.638 Critical Value for Conparison 10.771
There are 2 groups (A and B) in which the means

are not significantly different from one another.

The mean ranks are sorted in descending order so the largest oneislisted in
thefirst row. The columns of letters under the heading “Homogeneous
Groups’ indicate which means are not significantly different from one
another. Group A contains the mean ranks for FAT2, FAT3, and FAT1.
Group B contains the mean ranks for FAT3, FAT1, and FAT4. We
conclude that FAT2 is different from FAT4 since neither group A or B
contains both fat types.

The Triangle Matrix report format makes it easier to identify pairs of means
that are different. An example for the same data appears on the next page.
The numbersin the body of the triangular shaped table are differences
between mean ranks. Significant differences are indicated with an asterisk.
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Kruskal -Wal lis All-Pairwi se Comparisons Test

Vari abl e Mean FAT1 FAT2 FAT3

FAT1 11. 250

FAT2 19.500 8. 250

FAT3 13.583 2.333 5.917

FAT4 5.6667 5.583 13.833* 7.917

Al pha 0. 05

Critical Z value 2.638 Critical Value for Conparison 10.771

The comparison procedure controls the experimentwise error rate. Likethe
Bonferroni comparison of means procedure for the parametric AOV (see
Chapter 7), the test becomes increasingly conservative as the number of
means increases. A larger than normal rejection level (e.g., 0.10-0.25) is
often used when testing large numbers of means. See Daniel (1990) for
details.

Friedman Two-Way AOV

Specification

152

The Friedman nonparametric two-way analysis of variance is used to
analyze two-way designs without replication. The results are equivalent to
Kendall’s coefficient of concordance (Conover 1980).

The analysis can be specified in one of two ways, depending on how the
data are arranged in the variables. A two-way analysis of variance requires
that each observation be classified by two factors. For the Categorical
method, all observations of the Dependent Variable arein one variable.
Thetwo factors are indicated by two Categorical Variables. Thisis
illustrated in the dialog box on the next page.

In the Table method, the levels for the one factor are represented by the
variables themselves. The levels for the other factor are then represented by
the cases. To specify the model, move the names of the variables that
represent the column factor to the Table Variables box (see the example on
pages 155-156).
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Friedman Two-Way AOY E3

Model Specificatio
% Categorical
" Table
Wariables Lependent Yariable
‘l ’llFAILUFHES Help |
Cateqorical W ariables

I B3 |
Table Y ariablzs
KiNd

Cancel

Data There can be only one observation per cell; no replication is permitted.
Restrictions Missing values can’t be included. Y ou can have up to 500 levelsin each of
the two treatment factors.

Example This example is arandomized block design used in Snedecor and Cochran
(1980, sect. 14.2). The same data are used for as an example in the
Randomized Block Design section of Chapter 7, where a parametric two-
way analysis of variance is computed. The dependent variable isthe
number of soybeans out of 100 that failed to emerge, and the treatments
were various fungicides (the first treatment level was a no-fungicide
contral).

To illustrate the Categorical method of model specification, we entered the
observed counts into asingle variable named Y. The fungicides were num-
bered 1 through 5 and entered into a variable named TRT. The blocks (rep-
licates) were numbered 1 through 5 and entered into a variable named BLK.
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The Transformation CAT function can be used to generate repetitive
sequences, like those seen for TRT and BLK. After entering the 25 values
for Y, we can use the Transformation expressions TRT = CAT (5 5) and
BLK = CAT (51) to create these variables. The dataare availablein the
file Sample Data\soybeans.sx.

The analysisis specified on the preceding page. The results are presented
on the next page.

For thefirst factor, which in this case is TRT, the observations are first
ranked within the second factor (BLK). If there were no differences
between the treatment levels, the mean ranks (averaged across blocks) for
the different treatment levels would be expected to be “similar”. Tied
observations are given amean rank (Hollander and Wolfe 1973). Vaues
are considered to betied if they are within 0.00001 of one another.
“Corrected for Ties’ appearsin the display when the Friedman statisticis
based on data that contain ties. For this example, ties within blocks were
found. It appearsthat there are definite treatment effects because the p-
valueisfairly small (0.0530).
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Fri edman Two-Way Nonparametric AOV for FAILURES = TRT BLK

Mean Sanpl e

TRT Rank Size
Control 4.70 5
Fung #1 2.20 5
Fung #2 3.40 5
Fung #3 2.50 5
Fung #4 2.20 5
Friedman Statistic, Corrected for Ties 9. 3469
P-val ue, Chi-Squared Approxi mation 0.0530
Degrees of Freedom 4

Mean Sanpl e

BLK Rank Size

1 1.80 5

2 3.10 5

3 3.50 5

4 3.90 5

5 2.70 5
Friedman Statistic, Corrected for Ties 5.3061
P-val ue, Chi-Squared Approxi mation 0.2573
Degrees of Freedom 4

Max. diff. allowed between ties 0.00001

Cases I ncluded 25 M ssing Cases O

To examine block effects, the role of the variablesisreversed. The
observations are now ranked within treatment levels. Tiesamong the
observations within treatment levels were found, as indicated by the
message with the Friedman statistic. There appears to be little evidence of
block effects (0.2573). Aswith parametric analysis of variance, testing the
block effect will generally not be of much interest.

To use the Table method, we' d choose one factor, say fungicide, to
represent columns and enter the data for each fungicide into a separate
variable. The cases then represent the blocks (replicates).

CASE CONTROL FUNG1 FUNG2 FUNG3 FUNG4

1 8 2 4 3 9
2 10 6 10 5 7
3 12 7 9 9 5
4 13 11 8 10 5
5 11 5 10 6 3

The order of the casesis very important with thisformat. Thefirst case
corresponds to the first experimental block, the second case corresponds to
the second block, and so on. The model is then specified in the dialog box
displayed on the next page.
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Friedman Two-Way AOY E3

Model Specificatio
= Categorical
" Table
Cancel |
Wariables Lependent Yariable
I— Help
Ripd Er
Cateqorical W ariables
RiNd
Table Y ariablzs
COMTROL
Rigd FUNG1
FUMG2

FUNG3
FUNG4

Here the variables that represent the fungicide treatments are moved to the
Table Variables box.

The Friedman test is often performed as a companion analysis to the
parametric two-way analysis of variance, especially when the assumption of
normality in parametric analysis of variance is suspect. It's not as powerful
as the parametric analysis, but it usually performs quite well.
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Proportion Test

Specification

Example

The Proportion Test procedure is used to perform one- and two-sample
hypothesis tests and compute confidence intervals for proportions.

Proportion Test x|

Model Specification———
" One-sample Test

% Two-sample Test
Cancel |
—Sample ——————— Mull Hypothesis e
Sample Size |3EI— I 4|_
Mo. Successes |2EI

rSample 2

Sample Size |3E
LC.I. Percent Coverage
Mo Successes |13 Iga—

Alternate Hypothesi
« Mot Equal
= Less Than
" Greater Than

The one-sample test is used to test whether a proportion differsfrom a
hypothesized value. The two-sample test is used to compare proportionsin
two independent samples. Select either the One-sample Test or the
Two-sample Test.

Thetests requires that you enter values for the sample sizes and the number
of successes (the number of times the event of interest was observed). For a
one-sample test, you must enter avalue for the Null Hypothesis. The null
hypothesis for the two-sample test is always that the two proportions are
equal. Select the two-sided aternative hypothesis "not equal”, or a
one-sided alternative "less than” or "greater than". For the one-sample test,
the alternative hypothesis "less than" means the proportion is less than the
null hypothesis. For the two-sample test, the alternative hypothesis "less
than" means that the proportion from the first sasmple isless than the
second. Enter avalue for the percent coverage for confidence intervals.

The dialog box above specifies atwo-sample test using the two-sided
alternative hypothesis. The results are displayed on the next page.
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Two- Sampl e Proportion Test

Sampl e Size 30 36
Successes 20 18
Proportion 0.66667 0.50000
Nul | Hypothesis: P1 = P2

Al ternative Hyp: Pl <> P2

Difference 0.16667
SE (diff) 0.12218
Z (uncorrected) 1.36 P 0.1725
Z (corrected) 1.11 P 0.2653
Fisher's Exact 0.2152

95% Confidence Interval of Difference
Lower Limit -0.07279
Upper Limt 0.40613

The report displays the computed proportions for the two samples and the
difference. Two versions of the normal approximation tests are provided:
the uncorrected test and the test corrected for continuity. P-values for both
tests are given. When the combined sample size isless than 500, Fisher’s
exact test isalso displayed. Fisher’s exact test, when available, isthe
preferred test. In the example, the p-values for al threetests agree: thereis
no evidence that the two proportions are different.
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Linear Models

| Staistics |
Summary Statistics 4 ‘
One, Two, Mulbi-Sample Testz  #
Linear Modelz 4 LCarrelations [Fearzon]...
Azzociation Tests 4 Partial Carrelations...
Bandomnezs/Mormality Tests  # Wariance-Covarance...
Time Series 4 Linear Bearezsion...
Luality Contral 4 Best Subszet Regreszions...
Survival Analyziz 4 Stepwize Linear Reareszion...
Probability Functions... Logistic Rearezszion...

Stepwize Logizhic Regreszzion...
Poizzon Rearession...
Two Stage Least Squares...

Eigenvalues - Principal Comp...

Analvzis of Varance 4

Satistix offers you a comprehensive selection of linear model procedures,
which include regression, analysis of variance, and analysis of covariance,
Linear models are among the most powerful and popular tools available for
dataanalysis.

The Corréelations (Pear son) procedure displays the correlation matrix for a
set of variables.

The Partial Correlations procedure computes the correlations of a set of
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independent variables with a dependent variable after adjusting for the
effects of another set of independent variables.

The Variance-Covariance procedure displays the sample variance-
covariance matrix for a set of variables.

The Linear Regression procedure performs simple and multiple linear
regression. Y ou can compute predicted values and prediction intervals for
any set of independent variable values. Extensive residual analysis options
are available for model evaluation. The sensitivity of the regression
coefficients to errors in the independent variables can be examined.

The Best Subset Regr essions procedure generates a list of “best” subset
models for a specified regression model.

The Stepwise Linear Regression procedure performs forward and
backward stepwise linear regression in search of good subset regression
models.

The Logistic Regression procedure is appropriate for a situation where the
dependent variable consists of “binary” data. Common examples of binary
data are yes or no responses and success or failure outcomes.

The Stepwise L ogistic Regression procedure performs forward and
backward stepwise logistic regression.

The Poisson Regression procedure is appropriate for situations where the
dependent variable consists of discrete counts. See the section titled
Analyzing Proportions and Counts on page 211 for more background on
when and why Poisson Regression and L ogistic Regression are useful.

The Two Stage L east Squar es Regression procedureis used to develop a
prediction equation when one or more of the predictor variables, or right
hand side variables, is an endogenous variable. An endogenous variableis
one that is determined by the system of equations being solved. The model
also requires at least one exogenous variable. An exogenous variableisone
whose value is determined outside the system of equations.

The Eigenvalues-Principal Components procedure computes the
eigenvectors and eigenvalues and the principal components for a set of
variables. It's often used in regression when the independent variables are
highly correlated, and it’s also a useful multivariate analysisin its own
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right.

The Analysis of Variance submenu offersalong list of AOV designs:
completely randomized, complete block, Latin square, balanced lattice, full
and fractional factorial, split-plot, strip-plot, split-split-plot, split-strip-plot,
and repeated measures designs. All of the analysis of variance procedures
contain aresults menu offering numerous powerful options including
multiple comparisons, linear contrasts, polynomial contrasts, means plot,
and residual plots. There are so many AOV procedures and options that
we' ve devoted Chapter 7 to them.

Correlations (Pearson)

Specification

The Correlations procedure computes a correlation matrix for alist of
variables. Correlations, also called Pearson or product-moment
correlations, indicate the degree of linear association between variables.

Comelations [Pearson] [ x|

Y ariables Caomelation W ariables

CHERMA

4] | [cEn

CHEM3 |
CHEMA Cancel

HEAT
Help

Weight Vanable [Opt)
Al

¥ Fit Constant
[~ Compute P alues

Select the variables for which you want correlations computed. Highlight
the variables you want in the Variables list, then press the right-arrow

button to move the highlighted variables to the Correlations Variables list
box. If you want to use aweighting factor, move the name of the variable
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Data
Restrictions

Example

Computation-
al Notes

162

containing the weights to the Weight Variable box. Use the Fit Constant
check box to specify amodel with a constant fitted (checked) or a model
forced through the origin (not checked). Check the Compute P-Values
check box to have p-values for the correlation coefficients displayed.

Y ou can select up to 50 variables. If acasein your data has missing values
for any of the variables selected, the entire case is deleted (listwise
deletion). Negative weights are not allowed.

WEe'll use the Hald data from Draper and Smith (1966) for our example.
The variable HEAT isthe cumulative heat of hardening for cement after
180 days. ThevariablesCHEM1, CHEM2, CHEM3, and CHEM4 are the
percentages of four chemical compounds measured in batches of cement.
The data are listed below (see aso Sample Data\Hald.sx).

CASE HEAT CHEML CHEM2 CHEM3 CHEM4

1 78.5 7 26 6 60
2 74.3 1 29 15 52
3 104.3 11 56 8 20
4 87.6 11 31 8 47
5 95.9 7 52 6 33
6 109.2 11 55 9 22
7 102.7 3 71 17 6
8 72.5 1 31 22 44
9 93.1 2 54 18 22
10 115.9 21 47 4 26
11 83.8 1 40 23 34
12 113.3 11 66 9 12
13 109. 4 10 68 8 12

The model specification is displayed on the preceding page. The results are
asfollows:

Correl ations (Pearson)

CHEML CHEM2 CHEM3 CHEM4
CHEM2 0.2286
CHEM3 -0.8241 -0.1392
CHEM4 -0.2454 -0.9730 0.0295
HEAT 0.7307 0.8163 -0.5347 -0.8213
Cases Included 13 M ssing Cases O

First, the matrix of sums of squares and cross products corrected for the
means is cal culated using the method of updating, also known as the method
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of provisional means. The results are more accurate than if the usual
“computational equations’ were used. If the model is fit without a constant,
the matrix corrected for the meansis first computed and then “uncorrected”.

Partial Correlations

The Partial Correlations procedure computes the “residual” correlation
between variables after adjustment for correlations with another set of
variables. Partial correlations are often used in manual stepwise regression
procedures to help you decide which variable should be included next in the

regression.
Specification Partial Correlations |
Wanables Dependent Yariable
4 | 3 | [HEAT
Adjust For Y ariables Cancel

ﬂ ﬂ Eﬂgml Help |

LCarrelation Y ariables

T

Wwheight Wariable [Opt)

ﬂ ﬂ I— v Fit Constant

First select the Dependent Variable. Next select the independent variables
for which you want the correlations adjusted and move them to the Adjust
For Variableslist. Then select the independent variables for which you
want to compute partial correlations and move them to the Correlation
Variableslist. Theresulting table displays a correlation coefficient
between the Dependent Variable and each of the Correlation Variables,
adjusted for the Adjust For Variables.
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If you want a weighting factor, move the variable containing the weights to
the Weight Variable box. Use the Fit Constant check box to specify a
constant fitted model (checked) or amodel forced through the origin (not
checked).

Thetotal number of independent variables can't exceed 50. Missing values
or zero weights cause the entire case to be dropped. Negative weights
aren’'t allowed.

WEe'll use the Hald data from Draper and Smith (1966) for our example.
The variable HEAT isthe cumulative heat of hardening for cement after
180 days. Thevariables CHEM1, CHEM2, CHEM3, and CHEM4 are the
percentages of four chemical compounds measured in batches of cement.
The data are listed on page 162 and can be obtained from the file

Sample Data\Hald.sx.

The model specified in the dialog box on the preceding page is used to
compute the partial correlations for CHEM2 and CHEM3 on HEAT,
adjusted for CHEM 1 and CHEM4. The results are as follows:

Partial Correlations with HEAT Cunul ative Heat of Hardening For Cement
Controlled for CHEML CHEMA

CHEM2 0.5986
CHEM3 -0.5657

Cases Included 13 M ssing Cases 0

The partial correlation of CHEM2 with HEAT after the effects of CHEM 1
and CHEM4 have been removed is 0.5986. The partial correlation of
CHEM3 with HEAT, adjusted for CHEM1 and CHEM4, is-0.5657.

First the matrix of sums of squares and cross products corrected for the
means is calculated by using the method of updating, also known as the
method of provisional means. The results are more accurate than if the
usual “computational equations’ were used. If you fit amodel without a
constant, the matrix corrected for the meansisfirst computed and then
“uncorrected”. The matrix is ordered so that the “variables adjusted for”
are on the left, and these variables are then “swept” over (Seber 1977) to
produce the partial correlations.
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Variance-Covariance

Specification

Data
Restrictions

Example

The Variance-Covariance procedure computes the variances and
covariances for alist of variables.

Yanance-Covariance

Yaniables War-Covar Wanables
CHER1
il Ll CHEM2 :
CHEMZ |
CHEMA Cahcel
HEAT
Help |

Weight Wariable [Opt)
RINN

[v Fit Constant

Select the variables for which you want variances and covariances
computed. Highlight the variables you want in the Variables list, then press
the right-arrow button to move them to the Var-Covar Variableslist box.
Select the name of aweighting variable for weighted variances-covariances.
If you specify amodel without a constant (uncheck the Fit Constant check
box), Statistix computes the sums of squares and cross products uncorrected
for the means.

Up to 50 variables can be specified. If acasein your data has missing
values for any of the variables, the entire case is deleted (listwise deletion).
Negative weights aren’t permitted.

WEe'll use the Hald data from Draper and Smith (1966) for our example.
The variable HEAT isthe cumulative heat of hardening for cement after
180 days. ThevariablesCHEM1, CHEM2, CHEM3, and CHEM4 are the
percentages of four chemical compounds measured in batches of cement.
The data are listed on the next page.
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CASE HEAT CHEML CHEM2 CHEM3 CHEM4

1 78.5 7 26 6 60
2 74.3 1 29 15 52
3 104.3 11 56 8 20
4 87.6 11 31 8 47
5 95.9 7 52 6 33
6 109.2 11 55 9 22
7 102.7 3 71 17 6
8 72.5 1 31 22 44
9 93.1 2 54 18 22
10 115.9 21 47 4 26
11 83.8 1 40 23 34
12 113.3 11 66 9 12
13 109. 4 10 68 8 12

The model is specified in the dialog box on the preceding page. The
variances and covariances are computed for all variables. Theresultsare
displayed below.

Variance - Covariance Matrix

CHEML CHEM2 CHEM3 CHEM4 HEAT
CHEM1 34.6026
CHEM2 20.9231 242.141
CHEM3 -31.0513 -13.8782 41.0256
CHEM4 -24.1667 -253.417 3.16667 280. 167
HEAT 64. 6635 191.079 -51.5192 -206.808 226. 314
Cases Included 13 M ssing Cases O

The values displayed on the diagonal of the matrix are the variances, the
off-diagonal values are covariances.

Computation- The sums of squares and cross products matrix corrected for the means are

al Notes calculated by using the method of updating, aso known as the method of
provisional means. The results are more accurate than if the usual
“computational equations’ were used. If you fit amodel without a constant,
the matrix corrected for the meansis first computed and then “uncorrected”.
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Linear Regression

Specification

Data
Restrictions

The Linear Regression procedure performs simple and multiple linear
regression. Linear regression isa popular technique for examining linear
relationships between a response (dependent) variable and one or more
predictor (independent) variables. This procedure can perform both
weighted and unweighted least squares fitting, and you can specify no-
intercept models. Extensive analysis of variance and residual analysis
options are available. You can also compute predicted values and
prediction intervals. You can examine the sensitivity of the regression
coefficients to measurement errors in the independent variables.

Linear Regression |
Warniahlez Lependent Yariable
4 | 3 | |HEAT :
Independent % ariables Cahcel |
| | CHEM1
4 CHEMZ Help |
CHEM3
CHEM4

Weight Y ariable [Opt]

il Ll I— [+ Fit Constant

To specify aregression model, first select the dependent variable. Highlight
the variable in the Variables list, then press the right-arrow button next to
the Dependent Variable box to move the highlighted variable into that box.
Then select one or more independent variables and move them to the

I ndependent Variables list box. For weighted regression, move the
variable containing the weights to the Weight Variable box. Use the Fit
Constant check box to specify a constant fitted model (checked) or a model
forced through the origin (not checked).

Y ou can include up to 50 independent variables in the model. If any values
within a case are missing for any of the variablesin the model, the case is
dropped (listwise deletion). If an independent variable istoo highly
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correlated with alinear combination of other independent variablesin the
model (collinearity), it's dropped from the model. If you specify aweight
variable, cases with negative weights are del eted.

Example We'll use the data from Hald (1952) for our example. Draper and Smith
(1966) used the same data set to illustrate selecting the “best” regression
equation. Thevariable HEAT isthe cumulative heat of hardening for
cement after 180 days. The variables CHEM1, CHEM2, CHEM 3, and
CHEMA4 are the percentages of four chemical compounds measured in
batches of cement. The goal isto relate the heat of hardening to the
chemical composition. The data are listed below and can be obtained from
the file Sample Data\Hald.sx.

CASE HEAT CHEML CHEM2 CHEM3 CHEM4
1 78.5 7 26 6 60
2 74.3 1 29 15 52
3 104.3 11 56 8 20
4 87.6 11 31 8 47
5 95.9 7 52 6 33
6 109.2 11 55 9 22
7 102.7 3 71 17 6
8 72.5 1 31 22 44
9 93.1 2 54 18 22

10 115.9 21 47 4 26
11 83.8 1 40 23 34
12 113.3 11 66 9 12
13 109. 4 10 68 8 12

The full model is specified in the dialog box on the preceding page. The
results are listed below.

Unwei ght ed Least Squares Linear Regression of HEAT

Predictor

Vari abl es Coef ficient Std Error T P VI F
Const ant 62. 4054 70.0710 0.89 0.3991

CHEM1 1.55110 0.74477 2.08 0.0708 38.5
CHEM2 0.51017 0.72379 0.70 0.5009 254. 4
CHEM3 0.10191 0.75471 0.14 0.8959 46. 9
CHEM4 -0.14406 0.70905 -0.20 0. 8441 282.5

R- Squar ed 0.9824 Resi d. Mean Square (MSE) 5.98295
Adj usted R-Squared 0.9736 St andard Devi ation 2.44601
Source DF SS MS F P

Regression 4 2667. 90 666. 975 111. 48 0.0000

Resi dual 8 47.86 5.983

Tot al 12 2715.76

Cases Included 13 M ssing Cases O

The regression coefficient table gives the regression coefficients (slopes)
associated with the independent variables and their standard errors,
t-statistics, associated p-values, and variance inflation factors (VIF). You
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Regression
Results Menu

use p-values to test whether the slopes are significantly different from zero
if al other variables are already in the model.

Large VIF sin amultiple regression indicate that collinearity is a problem.
The VIF represents the increase in variance of a coefficient due to
correlation between the independent variables. Vaues of 7.0 or 10.0 have
been suggested for the cutoff of what constitutes a“high” value.

Satistix provides severa other summary statistics and an analysis of vari-
ance table for the regression, including the F test and associated p-value for
the significance of the overall model. In our example, the overal Fis
111.48, with ap-value of 0.0000. Thisindicatesthat at |east some of the
independent variables are important in explaining the observed variation in
HEAT. From the coefficient column, the regression equation isfound to
be:

HEAT = 62.4 + 1.55xCHEML + 0. 510xCHEMZ2 + 0. 102xCHEMB -
0. 144xCHEMA

However, the t tests suggest that some of the coefficients are not
significantly different from zero. The high VIF swarn usthat collinearity
among the independent variablesis a problem. Selecting the best model is
discussed on page 186.

Once the regression analysisis computed and displayed, a Results pull-
down menu appears on the menu at the top of the Satistix window. Click
on the Results menu to display the regression results menu shown below.

Results

Loefficient Table

Comparizon of Reagression Lines
Drbin Watzon Statiztic

Frediction...

Plotz 4
Save Residuals. .

Sensitivity. ..

Stepwise AV Table

War-covar OF Betas

Options...

Select Coefficient Table from the menu to redisplay the regression
coefficient table. Select Optionsto return to the main dialog box used to
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Comparison
of Regression
Lines

170

specify the regression model. The remaining options are described on the
following pages.

Frequently, the relationship between two variables X and Y is studied in
samples obtained by different investigators, or in different environments, or
at different times. In summarizing the results, the question naturally arises:
can the regression lines be regarded as the same?

This procedure compares simple regression lines for two or more groups. It
testsfor equality of variance, slope, and elevation. Thistest can only be
used for simple regression, that is, when thereis only one independent
variable.

First, run the Linear Regression procedure. Then select the Comparison of
Regression Lines from the Results menu and select a Group Variable
identifying two or more groups. The group variable can be any data type
(real, integer, date, or string) and can have up to 500 levels.

Linear Hegression - Comparison of Regression Lines

Y ariables Group Yariahle

AGECLASS J J STATE
COMCLASS ]l

EamEI
_ e |

Help

As an example, consider the cholesterol and age data from Chapter 4. In a
survey of women from two states, cholesterol concentration and age data
were collected. Wefirst perform linear regression of cholesterol
concentration on age and find alinear relationship. We now want to
determine if the regression lines are the same for subjects from the two
states the data were collected: lowa and Nebraska. We select the variable
STATE as show in the dialog box above. The results are shown on the next

page.

Statistix User's Manual



Durbin-Watson
Test

Comparison of Regression Lines for CONC = AGE

STATE N I ntercept Sl ope MSE
| owa 11 35.8112 3.23814 2391. 22
Nebr aska 19 101. 298 2.52044 1580. 82

F DF P
Equal ity of Variances 1.51 9, 17 0.2210
Conmparison of Slopes 0.38 1, 26 0.5425
Conmparison of Elevations 3.00 1, 27 0.0947

The statistics for the individual regression lines are listed first. Below that
arethree F tests: for equality of variance, slopes, and elevations. We first
compare the variances for the two regression lines using Bartlett’stest. The
p-value of 0.2210 allows us to conclude that there are no real differences
between the variances. Assuming homogeneity of residual variances, we
now compare the two slopes, 3.24 for lowa, and 2.52 for Nebraska. The p-
value of 0.5425 does not suggest that the slopes are different. Assuming
paralel lines and homogeneous variance, we now consider the test for
comparison of elevations. The p-value of 0.0947 is not quite significant.
We conclude that the regression lines are the same for the two states.

Y ou can use the Scatter Plot procedure discussed in Chapter 4 to visually
compare regression lines using a grouping variable. See Snedecor and
Cochran (1980) for details of these tests.

This option computes the Durbin-Watson test for autocorrelation for a
particular regression model. In the example below, the regression model
was specified asHEAT = CHEM2 CHEM3. Theresults are asfollows:

Dur bi n-Watson Test for Autocorrelation
Dur bi n-Watson Statistic 1.7498

P- Val ues, using Durbin-Watson'S Beta Approxi mation:
P (positive corr) = 0.2846, P (negative corr) = 0.7154

2.0359
0.23450

Expected Val ue of Durbin-Watson Statistic
Exact Variance of Durbin-Watson Statistic

Cases Included 13 M ssing Cases O

The Durbin-Watson statistic and approximate observed significance levels
(p-values) are displayed. Use the Durbin-Watson statistic to test whether
the random errors about the regression line exhibit autocorrelation. In our
example, thereislittle suggestion of either positive (p=0.2846) or negative
(p=0.7154) autocorrelation.
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Prediction

172

Most testsin regression are based on the assumption that the random errors
are independent. Violation of this assumption due to autocorrelation can
invalidate the results of these tests. Another reason to check for auto-
correlation is because it may suggest that you need additional independent
variablesin the model.

Autocorrelation can occur when the data have some natural sequence, i.e.,
the observations are ordered in time or space. Y ou should always consider
the possibility of autocorrelation in trend data, such as price or population
levels over time. Positive autocorrelation results when large positive errors
tend to be followed by large positive errors and large negative errors tend to
be followed by large negative errors. Negative autocorrelation isless
common and results when large errors tend to be followed by large errors
with the opposite sign. Chatterjee and Price (1991) give more detail and
some examples of the application of the Durbin-Watson test.

If thereis neither positive nor negative autocorrel ation, the Durbin-Watson
statistic will be closeto 2. A value close to 0 suggests positive autocorrel a-
tion, and a value close to 4 suggests negative autocorrelation. The observed
significance levels (p-values) are calculated with the beta distribution
approximation suggested by Durbin and Watson (1971). Their results
indicated that this approximation usually workswell even for relatively
small sample sizes. (Satistix will not compute the test for samples with
fewer than ten cases). The proceduresto calculate the significance level,
the expected value, and the variance are described in Durbin and Watson
(1951). The beta approximation can’'t be used when the variance of the
Durbin-Watson statistic is large, in which case, the p-values are not
computed.

The Runs Test and Shapiro-Wilk Test are also useful for examining
whether the test assumptions in regression have been viol ated.

This option computes the predicted or fitted value of the dependent variable
in aregression for values of the independent variable(s) you specify. The
values for the independent variables can beindicated in two ways. Oneis
simply to enter thelist of desired values. The other isto enter a case
number that contains the desired values for the independent variables. You
choose a method by selecting one of the Specification Method radio
buttons.

Statistix User's Manual



Linear Hegression - Prediction

Independent ariables

CHEM1 —Specification Methad———
LHEM3 * Walues Method ol |
= Caze Mumber Method
Help |
Predictor Yalues
280
Wieight Yalue

—

Caze Mumber

e

C.l. Percent Coverage

e

The Value Method isillustrated in the dialog box above. The values 8 and
80 are entered in the Predictor Values box for the variables CHEM 1 and
CHEM3. The default value of 1.0 is used for the weight, so the resulting
prediction intervals are for asingle future observation. If you specify a
weight w, the prediction interval is for the mean of w future observations.
Y ou can also specify the percent coverage for confidence intervals for the
fitted value. Enter avalueinthe C.I. Percent Coverage box. Theresults
for the example are displayed below.

Predicted/Fitted Val ues of HEAT

Lower Predicted Bound -6.9581 Lower Fitted Bound -4.7225
Predicted val ue 130. 41 Fitted Value 130. 41
Upper Predicted Bound 267.77 Upper Fitted Bound 265.53
SE (Predicted Val ue) 61.650 SE (Fitted Val ue) 60. 646
Unusual ness (Leverage) 29.9737
Percent Coverage 95.0
Corresponding T 2.23

Predictor Values: CHEML = 8.0000, CHEM3 = 80.000

The predicted value is 130.41 with a standard error of 61.650. The 95%
prediction interval is-6.9581 to 267.77. Thisinterval is expected to contain
the value of afuture single observation of the dependent variable HEAT
95% of the time, given that HEAT is observed at the independent variable
vaues CHEM1 = 8, CHEM3 = 80.

The unusualness value tells you how “close” the specified independent data
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point isto the rest of the data. If the point isn’t close to therest of the data,
then you' re extrapolating beyond your data—and prediction abilities may
be very poor. An unusualness value greater than 1.0 should be considered
large, so the prediction results in the example above are clearly suspect.

We illustrate the Case Method for specifying values for the independent
variables below.

Linear Regression - Prediction |
Independent 4 ariables
CHEM1 —Specification Method———
LHEM3 = Walues Method

Cancel
¥ Case Mumber Method

Help

al

Predictor Yalues

Weight Walue

—

Caze Mumber
I?
LC.l. Percent Coverage

—

Here we simply enter a case number that refers to a case in your open
Satistix file. Inthe example dialog box above, we' ve asked for predicted
values for case number 7. Theresults are:

Predicted/Fitted Val ues of HEAT

Lower Predicted Bound 61.404 Lower Fitted Bound 78.644
Predicted val ue 87.692 Fitted Val ue 87.692
Upper Predicted Bound 113.98 Upper Fitted Bound 96. 741
SE (Predicted Val ue) 11.798 SE (Fitted Val ue) 4.0609
Unusual ness (Leverage) 0.1344
Percent Coverage 95.0
Corresponding T 2.23

Case nunmber 7 was used to estimate the regression
Predictor Values: CHEML = 3.0000, CHEM3 = 17.000

Unlike most other procedures, the prediction option lets you compute
statistics for omitted cases. So you can divide the datainto two subsets by
omitting some cases. The regression model will be fitted using the selected
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cases, and you can use this procedure to see how well the model fit cases
that were not used to fit the model. Points used to fit the regression
shouldn’t be used to validate the regression model because least squares
strives to optimize the goodness-of-fit at these points, so these points give
an optimistic impression of the regression’ s performance.

For weighted regression models, the value for the weight variable at the
case specified will be used as the weight in the prediction interval
calculations. A weight w causes the prediction interval to be computed for
amean of w future observations.

See the Save Residuals procedure discussed on page 176 for an alternative
method of obtaining fitted values for casesin your datafile.

Plots Results
LCoefficient Table

Comparizon of Regreszsion Lines
Drbin W atzon Statistic
Prediction...

Marmal Probability Plat

Save Residuals. . Simple Feagrezsion Plot
Sengitivity... Std Residz By Fitted Values
Stepwize A0V T able Std Resids Time Series
War-covar Of Betas Titles. ..

Optians... Graph Preferences...

Satistix offers four regression plots directly from the Results menu. You
can also save fitted values and residuals (page 176) and use the Scatter Plot
procedure described in Chapter 4 to graph additional residual plots.

The Simple Regression Plot is only available when thereis one
independent variable in the model. Y ou can see an example of this on the
next page. The observed values are displayed. The straight linein the
center represents the fitted line. The inside curved lines mark the 95%
confidence interval for the fitted line, the outside curves mark the 95%
predicted interval.
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Save Residuals

176

Simple Regression Plot

Heat of Hardening For Cement

CHEM4
HEAT=117.57 -07332 * CHEMA4 %5% conf and pred intervals

The Std Resids by Fitted Values plot is a scatter plot with the standardized
residualsontheY axis and the fitted values on the X axis. You usethis plot
to check the assumption of constant variances.

The Std Resids Time Series plot is a scatter plot with case numbers on the
X axis. You'll find this plot useful when the data are sequentially ordered.

The Normal Probablity Plot is used to create arankit plot of the standard-
ized residuals to test the assumption of normality. The Shapiro-Wilk
statistic for normality is also given (see Chapter 8).

Satistix can do extensive residual analysis, which is very important for
model evaluation. Systematic patternsin the residuals can suggest
transformations or additional variables that would improve the model.
Residuals are important for “outlier” analysis and to identify unusual
observations. Y ou can also use residuals to find those observations that are
most influential in determining the values of the regression coefficient
estimates. Space doesn’t permit a detailed discussion here; if you're
interested, consult Weisberg (1985).

Statistix User's Manual



Linear Regression - Save Residuals E3

Fitted alue FIT -
Residual Iﬁ : :
Cancel |
Leverage I 'I
Help |
Standardized Residual ISTDHESID vl
Diztance I 'I
F [Diztance] I - I
Outlier I 'I
P [Duitlier] I 'I
Predicted Interval I vl
SEie el LC.I. Percent Coverage

Confidence |nterval I j |E|5

Use the tab and shift-tab keysto move the cursor to the residual name
you're interested in. Then type the name of anew or existing variable. You
can click on the down-arrow button to display the list of current variables.

Y ou can change the value for percent coverage for predicted and confidence
intervals by entering anew value in the C.1. Percent Coverage box.

When you'’ ve finished entering variable names, press the OK button to start
the computations. The results are not displayed. The residuals are stored as
variables and can be examined using such procedures as Scatter Plot,
Shapiro-Wilk Test, Print, and Runs Test. Each of theresidual optionsis
described in more detail below.

The Fitted Value option saves the fitted (predicted) values for the
dependent variable in anew variable. You can plot these values against the
dependent variable to see how well the model fits the observed values.

The Residual option savesthe raw residuals. Y ou use these to examine
how well the model fitsthe data. Systematic trends indicate that data trans-
formations may be needed or that important independent variables were not
included in the model. Large residuals may indicate observations that are
“outliers’. Theraw residual is computed as the observed value of
dependent variable minus the fitted value.

The L ever age option saves the leverage valuesin anew variable. Leverage
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measures how influential apoint isin determining the regression
coefficients. Depending on the values of the independent variables, some
data points are much more influential in determining the values of the
regression coefficients than others. In general, the further the values of the
independent variables are from their averages, the more influential these
data points are in determining the regression coefficients. Points with
“unusual” independent variable values have high leverage. If you're
familiar with the matrix representation of multiple regression, leverageis
calculated as the diagonal elements of the X (X" X)X matrix (assuming no
weights were used).

The Standar dized Residual option saves the standardized residualsin a
new variable. Raw residuals are very popular for examining model fit,
although they do possess at |east one potentia problem. Data points located
at “unusual” values of the independent variables will have high leverage,
which means that they tend to “attract” the regression line and seldom have
large residuals. Standardized residuals adjust for this problem to some
extent by standardizing each raw residual with its standard error (also
known as “ studentizing”). The standard error of aresidual is computed as
the square root of the quantity MSE (1 - LEVERAGE), where MSE isthe
residual mean square for error.

The Distance option computes Cook’ s distance measure (Cook 1977,
Weisberg 1985) and savesit in anew variable. It'svery useful for finding
influential data points, and it considers the effects of both the dependent and
independent variables (LEVERAGE considers the independent variables
only). Cook’s distance for an observation can be thought of as a measure of
how far the regression coefficients would shift if that data point was
eliminated from the data set. Remember that it’s a distance measure and not
atest statistic. Usually, Cook’ s distance by itself isn't very useful because
it isafunction of sample size and the number of variables in the regression
model. The next option, P (Distance), which “standardizes” Cook’sD, is
generally more useful.

P (Distance) calculates the “ pseudo-significance level” of the confidence
bound associated with the Cook’ s distance and savesit in anew variable.

Y ou can think of Cook’s distance for an observation as a measure of how
far the regression coefficients would shift if that data point were eliminated
from the data set. It seems reasonable to standardize this distance by
examining what level confidence bound the shifted regression coefficients
would fall on. For example, if eliminating the I-th data point causes the
new coefficients to shift to a position that corresponds to the edge of a 90%
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confidence region around the original estimates, this may be cause for
concern. Again, Cook’sdistanceisn’'t atest statistic but rather a distance
measure, and you shouldn’t think of P (Distance) as an observed
significance level (hence the term “ pseudo-significance”) but as a
standardized distance.

The Outlier option computes the t-statistic for the outlier test and savesit in
anew variable. You may suspect an observed value of the dependent data
that deviates substantially from the predicted value of being an outlier. This
isusually tested with at-statistic, which is the result of thisoption. The
computations follow Cook (1977).

P (Outlier) computes the p-value for the t-statistics resulting from the
outlier test and savesit in anew variable. The computed p-valueis
appropriate for a priori testsfor asingle outlier. In other words, it's the
appropriate observed significance level if you were interested in testing one
particular case that is suspected of being an outlier before the data was
observed. Thisisarather unusual circumstance; more often, you notice
potential outliers only after inspection of the residuals.

If you suspect a case of being an outlier after inspecting the data, you must
giveit special consideration. Suppose there were n cases. Y ou now need to
decide whether the value of the observed t-statistic is*unusual” given that
it'sthe “most unusual” out of nrepeated t tests. If the a priori p-values are
used, then too many cases will be detected as “ outliers’, so you need to
somehow “inflate” the a priori p-values. Thisinflation can be easily
performed with Bonferroni’ sinequality (Weisberg 1985).

For example, suppose there were n cases inspected for outliers. Then,
Bonferroni’ s equality saysthat the actual observed significance level will be
no greater than nP, where P is the p-value returned by P (Outlier). In
practice, the observed significance level may be substantially less than nP;
Bonferroni’ s procedure has an undesirabl e property of becoming too
conservative as n increases.

As noted earlier, you can compute Outlier and P (Outlier) for cases that
were omitted and not used in the regression. Suppose m cases are used in
the regression and m' are omitted. If you're interested ininspecting all m +
m' cases for outliers, then you should use n=m+ m'. If you're interested
in just the omitted cases, then n =m'. The choice of nisyour responsibility;
Satistix always gives you the a priori p-value.
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Omitted
Cases and
Missing Y
Values
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The Prediction Interval option computes the half-width confidence
interval for predicted values. If the original regression model didn’'t include
aweighting variable, the results that are saved are the half-widths of the
prediction intervals for single future observations. Otherwise, the results
are the half-widths of prediction intervals for means of w future
observations, where w isthe value of the weight variable. Usethe C.I.
Percent Coverage box to change the coverage level.

Suppose you save the prediction intervals in a variable called PI95, and the
fitted values are saved in avariable called YHAT. Using
Transformations, you can construct upper and lower prediction bounds as:

LOVNER = YHAT - PI 95
UPPER = YHAT + PI 95

The Confidence I nterval computes the half-width confidence interval for
fitted values.

Satistix returns values for certain residual menu options for cases that

aren’t used for estimation. Values are computed for predicted value,
residual, leverage, outlier, and P (outlier) for omitted cases. A casethatis
not omitted may still not have been used for estimation if some of the values
for that case are missing. If the only missing value for acaseisthe
dependent variable, you can obtain values for predicted value and leverage.

These statistics derived from cases not used for estimation are especially
useful for model validation. For omitted cases, predicted values are just
what their name implies. For omitted cases, the residual option returns
predicted residuals. Predicted residuals are, as you' d expect, the difference
between the observed dependent variable value and predicted value (eqg.
2.2.22 of Cook and Weisberg 1982). For casesthat aren’t used in the
regression, leverage is somewhat unfortunate terminology. “Unusual ness’
or “generalized distance” would be a better term. For cases not used for
estimation, this statistic measures how unusual the independent variable
values of acase arerelative to the values for cases used for estimation (see
Weisherg 1985).

The interpretation of outlier isinteresting and important. For cases used for
estimation, outlier returns the t-statistic for the null hypothesis that the
particular case conforms to the model fitted to the rest of the cases. An
intuitive approach to constructing such atest isto first perform the
regression without the particular case. From this regression, you can
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Sensitivity

compute the predicted residual for the particular case, say e. It'sfairly easy
to see that the standard error of eissimply the standard error of prediction,
and the resulting statistic e/SE(e) should follow at-distribution under the
null hypothesisthat E[e] = 0. Thisleadsto an alternative interpretation of
outlier as apredicted Studentized residual. Since the standard error used
for Studentizing was derived from a data set that didn’t include the
particular point of interest, Cook and Weisberg (1982) refer to this as
external Studentizing. Note that for the m cases used for estimation, the
corresponding outlier values are computed from the m different data sets
that did not include the case of interest. (The usual standardized residual is
internally Studentized, which means the set of cases used to derive the
standard error included the case for the residual.)

If there were m cases used in the original regression, it would appear that m
separate regressions are needed to compute outlier just for the points used
for estimation. However, as Cook and Weisberg (1982) show, there are
some remarkabl e identities that permit the calculation of these statistics
from quantities obtained from only the one regression using the m points. If
the regression contains p parameters, the outlier statistic for a case used for
estimation has m - p - 1 degrees of freedom associated with it.

This now suggests how to handle cases not included in the regression. As
before, the statistic is e/SE(e), where e is the predicted residual and SE(e) is
the standard error for prediction. (The calculation of the standard error of
prediction is described under Computational Notes.) For al cases not in the
set of m cases used for estimation, outlier uses the same regression based on
the m cases for the base comparison. (Thisisin contrast to the situation for
Outlier for cases that were used in estimation; each such Outlier uses a
different data set of m - 1 cases for base comparison.) This gains an extra
case for computing the comparison regression for cases not used for estima-
tion, so the Outlier statistic for a case not used for estimation hasm - p
degrees of freedom associated with it.

For cases not used for estimation, the usual standardized (internally
Studentized) residuals can’t be computed by definition. However, when
you interpret them as predicted Studentized residuals, you can use outlier
statistics for most of the purposes for which you’d want standardized
residuals.

Linear regression requires the assumption that the independent variables are
measured without error. The Sensitivity procedure determines how
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sensitive the estimated regression coefficients are to violations of this
assumption. The user needs to specify the expected size of the errors
associated with each of the independent variables, which can be donein one
of two ways.

Linear Regression - Sensitivity

Independent Variables

CHERT Ve
CHEMZ —Errar Specifization Methoﬂ—‘

CHEM3 ¢ Standard Deviations
CHER4

Cancel |
Help |

i+ Rounding Emar Digits

Standard Dewviations

Bounding Eror Digits
1111

If you know the standard deviations of the errors, you can enter them
directly using the Standard Deviations method. For example, if the values
for an independent variable are the readings from some instrument, the
standard error of the measures may be known from calibration results.
However, precise information about the errors often won’t be available.
Sometimes the best you can do isto say, “I trust the figures down to—but
not including— the d-th digit, which may be off by plus or minus 1". Often
d will point to the digit at which rounding error occurred. In this case, you
specify the position of the leftmost untrustworthy digit relative to the
decimal point. For example, d = 2 for 9340.0 means you think the 4 may be
inerror. A way to model thisisto assume that an additive random error is
associated with 9340.0 and is uniformly distributed on the interval -5t0 5,
which is exactly what Satistix does when treating ROUNDING error
sensitivity. Negative values of d are used to indicate digits right of the
decimal, for example, d = -4 pointsto the 8 in 0.03480. Values for d must
be in the set of nonzero integers from 21 to -20.

WEe'll use the Hald data again to illustrate the procedure. Assume the
regression wasY = CHEM1 CHEM2 CHEM3 CHEM4. Assume the
figures are probably accurate except perhaps for rounding error in the least
significant digit. Statistix assumes that this rounding error is uniformly
distributed in theinterval -0.5to 0.5. The options are specified in the dialog
above. Theresults are presented in the table on the next page.
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Coefficients' Sensitivities to Errors in Independent Variables

Variable in which Error Occurs

CHEM1 CHEM2 CHEM3 CHEM4
Error SD 0.289 0.289 0.289 0.289
Const ant 0.469 0.554 0.558 0.575
CHEM1 0.829 0.943 0.923 0.962
CHEM2 0.372 0.452 0.463 0.474
CHEM3 -0.355 -0.250 -0.271 -0.230
CHEM4 0.169 -8.75E-02 ~-7.89E-02 -6.74E-02

What is the interpretation of these results? When the independent variables
represent continuous quantities, they’ll always have some error associated
with them. The question iswhether the errors are large enough to seriously
influence the results.

Suppose the independent variables were “perturbed” with errors of the
specified size and the regression analysisrerun. We'd be happy if the slope
estimates after perturbation were similar to those from before. The
sensitivity coefficientsindicate just how similar the new coefficients after
perturbation are expected to be to the previous ones. More specifically,
sensitivity coefficients give an index of how many significant figures will
agree with the coefficients. For example, the estimates 0.89768 and
0.89735 agree to 3 figures, and this degree of agreement is expected when
the sensitivity coefficient is near 3. Small sensitivity coefficients are
undesirable. Of course “small” is subjective, but if the values are near or
lessthan 1, such asin the example, the analysis clearly is very sensitiveto
errors in the independent variables and the regression coefficients can’'t be
trusted.

It isinteresting to compare these sensitivities with those for the model Y =
CHEM1 CHEM4:

Coefficients' Sensitivities to Errors in Independent Variables

Variable in which Error Occurs

CHEML CHEM4
Error SD 0.289 0.289
Const ant 2.496 2.866
CHEM1 1.816 2.205
CHEM4 1.918 2.276

The sensitivity coefficients have increased considerably, which meansthe
slope coefficients are now substantially less sensitive to the errors. This
makes an interesting and very important point about this data set. CHEM1,
CHEM2, CHEM 3, and CHEM4 are nearly collinear; for all cases, the sums
of these variables are between 95 and 98. When the data are nearly
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collinear, the slope coefficients become very sensitive to minor changesin
the independent variables. Many hours have been wasted by researchers
trying to divine the interpretation of slope coefficients that were artifacts of
the interaction of near-collinearity and errorsin measurement. Reducing
the degree of correlation in the set of independent variables has
substantially reduced the sensitivities to the influence of roundoff errors.

If you’re not certain how trustworthy your independent variables are, try
some “worst-case scenarios’. In other words, use large potential errors.

The sensitivity calculations are described in Weisberg (1982, 1985). We
display the negative log (base ten) of the relative sensitivity coefficient,
which in Weisberg's notation is -log,, (g;,). When you specify a placeholder
d, the standard deviation of the error is calculated by assuming the error isa
uniform random variable on the interval centered at 0 of width 10¢ - "™
(sgn(n)=1if n>0, sgn(n)=0if n<0). The standard deviation isthen
10(msnM/12%2 | the absolute value of an estimated coefficient istoo small
(<1.0E-06) for reliable calculations, an M is displayed.

This option produces a stepwise analysis of variance table for the specified
regression model. The row order of the stepwise table reflects the order in
which the independent variables are specified in the model. For the Hald
example, the results are presented in the table below.

Stepwi se Anl aysis of Variance of HEAT

I ndi vi dual Cum Cumul ative Cumul ative Adjusted Mallows'
Source SS DF SS MS R- Squar ed CP P
Const ant 118372
CHEM1 1450. 08 1 1450. 08 1450. 08 0.3009 202.5 2
CHEM2 1207.78 2 2657. 86 1328. 93 0.9680 2.7 3
CHEM3 9.79387 3 2667. 65 889. 217 0.9734 3.0 4
CHEM4 0.24697 4 2667. 90 666. 975 0.9736 5.0 5
Resi dual 47.8636 12 2715.76 226. 314
R- Squar ed 0.9824 Resi d. Mean Square (MSE) 5.98295
Adj usted R-Squared 0.9736 St andard Devi ation 2.44601

Thetablelists the individual contribution to the sums of squares, the
cumul ative mean squares, F test for the subset model versus the full model,
and associated p-values, cumulative adjusted R?, and Mallows' C,

statistic (see Miscellaneous Regression on the next page).

Thistable is useful for testing the contribution of subsets of the independent
variables to the overall model. For example, you are interested in testing
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Covariance of
Betas

Miscellaneous
Regression
Topics

whether CHEM 3 and CHEM4 add anything to the model once CHEM 1 and
CHEM?2 are already included. Wefirst find the difference between the
cumulative sums of squares for the model with al independent variablesin
it and one with just CHEM 1 and CHEM2: 2667.90 - 2657.86 = 10.04.
Because we' re testing the contribution of two parameters, this sum of
squares has two degrees of freedom associated with it and the resulting F
test is F = (10.04/2)/5.983 = 0.839 (5.983 is the residual mean square of the
full model). An F statistic this small suggests that CHEM 3 and CHEM4
contribute little to the model once CHEM 1 and CHEM 2 are already
included. However, thistest sayslittle about whether the model with just
CHEM1 and CHEM2 isa*“good” model.

Select this option to obtain the variance-covariance matrix of the regression
coefficient estimates. Once you’ ve selected this option, the matrix is
displayed.

Vari ance- Covariance Matrix for Coefficients

Const ant CHEM1 CHEM4
Const ant 4.51131
CHEM1 -0.19254 0.01916
CHEM4 -0.08332 0.00165 0.00237

The diagonal elements of the matrix are the variances of the regression
coefficients. The off-diagonal values are the covariances; for example,
0.00165 is the covariance of the coefficient estimates of CHEM 1 and
CHEMA4.

This matrix is most commonly used for constructing confidence regions
about coefficient estimates, and for testing hypotheses about various
functions of the coefficient estimates. More detail on these topics can be
found in Weisberg (1985).

Mallows' C, statistic, R?, and adjusted R? are important criteria for
evaluating and comparing regression models.

The Mallows' C, statistic is useful for model selection. It’sdiscussed in
detail by Daniel and Wood (1971), Snedecor and Cochran (1980, p. 359)
and Weisberg (1985). The C, statistic is based on the fact that not including
an important independent variable in the model results in the fitted response
values being biased. C, gives an index of thishbias. “Good” models have C,
values near to or less than p, where p is the number of parametersin the
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model. (Negative values will occasionally be observed). This statisticis
most useful for eliminating variables that contribute little to the model.
However, it tells you nothing about whether you started with all of the
correct independent variablesin the first place.

The R? and adjusted R? statistics measure the goodness of fit of a
regression model. R? measures the proportion of variance in the dependent
data explained by the regression. It's computed as 1 - RSS/SST, where RSS
istheresidual sum of squares and SST is the total sum of squares. A
potential problem with R* isthat it always increases as new independent
variables are included in the model (RSS always decreases), even if they
don’t possess any relationship with the dependent variable. Adjusted R® is
adjusted for the number of independent variablesin the model to correct for
this praoblem, and, therefore, will often be more interesting than the
unadjusted R®. Adjusted R*iscomputedas1-((n-1)/(n-p)) x (1 - R?),
where n isthe number of cases and p isthe number of parametersin the
regression. Adjusted R? is a monotonic function of the residual mean
sguare. Unlike the unadjusted R?, negative adjusted R*swill occasionally
be observed. Chatterjee and Price (1991), Draper and Smith (1966), and
Weisberg (1985) are good references for more detail on these statistics.

For models without a constant, we use the total sums of squares adjusted for
the mean to compute R* (Gordon, 1981). This can lead to negative values
for R? and negative adjusted R* when a no constant model is a poor fit.

When there are a moderate number of independent variables, Best Subsets
Regr essionsis agood way to select the best model. However, the number
of subsets grows rapidly as the number of independent variables increases.
If there are too many independent variables, use the Stepwise Linear

Regr ession procedure. Draper and Smith (1966) present a good description
of popular stepwise procedures. The potential problem with stepwise
proceduresisthey do not necessarily result in amodel that’s best when
judged by adjusted R* or Mallows' C,. It's generally agood ideato try at
least two stepwise procedures, such as backward elimination and forward
inclusion, to seeif they result in the same model.

Model selection is somewhat of a craft. Regression analysisisusually
performed (1) to explore possible cause-effect relations, (2) to develop
some predictive relationship, or (3) some combination of these. The
relative importance of each of these goals may have some bearing on the
model selection strategy used. Cause-effect modeling focuses on
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determining the “important” independent variables. Predictive modeling
focuses more on the development of agood predictor of the dependent
variable than on the contribution due to any particular independent variable.
Obviously, the distinction between cause-effect analysis and predictive
modeling isn’t a sharp one and most analyses include components of both.
(Asan aside, you should realize that regression analysis can't actually
establish cause-effect relationships. It can examine the nature and extent of
association between the dependent and potential independent variables.
The interpretation of these associations as cause-effect is outside the realm
of statistics, and lies in the domain of the appropriate subject-matter field.)

In addition to F tests, there are several other popular statistics for evaluating
the “goodness” of aregression model. Some of these are adjusted R?,
Mallows C, statistic, R*, RSS (residual sum of squares) and RMS (residual
mean square). Actualy, R* and RSS are equivalent in the sense that they
will produce the same orderings of the models. Adjusted R* and RMS are
equivalent to one another in the same sense. It’s generally best to use the
adjusted R* (or RMS) and Mallows' C, for model selection. R?is useful
for comparing models with the same number of independent variablesin
them, but the adjusted R* will produce the same ordering of the models.
The advantages of adjusted R® over the unadjusted R? are discussed in the
previous section. There are lots of good references on the use of adjusted
R* and Mallows' C, in model selection, such as Weisberg (1985), Chatterjee
and Price (1991), Daniel and Wood (1971), and Snedecor and Cochran
(1980, p. 358).

Thejobisn't over when you’ ve found the best model, asindicated by the
adjusted R* or C, statistic. Particularly in the case of cause-effect modeling,
it will be of interest to examine whether all of the independent variables are
significant (use the p-values from the coefficient table). No analysisis
complete without an examination of the residuals. Asaminimum, do the
standardized residuals show any trend when plotted against the dependent
variable? If they do, the model is not adequate.

The Normal Probability Plot is valuable for examining whether the
assumption of normally distributed errors has been violated. If the errors
are not normally distributed, the significance tests may beinvalid. It'salso
agood ideato look at the correlations among the independent variables.
High correlations may suggest problems with collinearity. If thisisthe
case, the Eigenvalues-Principal Components procedure may be useful.
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The core computations are performed using Gentleman’ s square root free
modification of Givens' method (Seber 1977). Thisis one of the most
accurate methods available. An interesting feature of the method is that it
exploits sparseness (zeros) in the independent variables to reduce
computation time. It’ s therefore well suited for performing analyses of
(co)variance that involve indicator variables.

The error variance is estimated as 0*? = RM S, where RM S is the residual
mean square from the regression. Let X be the design matrix containing all
the cases used to find the coefficient estimates B*. The estimated variance
of B* isV(B*)=0** (X"UX)*, where U isthe weight matrix if weights
were used, and U = | otherwise. Suppose X' is a specific row of X, acase
used for estimation. Thefitted value f corresponding to case x isf = x'B*.
The estimated variance of afitted value isthen V(f) = ** x"(XTUX)*x.

Now assume x wasn't used for estimation. The corresponding predicted
valueisp = x'B*. If aweight is not specified, the prediction is for asingle
future observation, which has estimated variance V (p) = ** + V(f). If there
isaweight w, then the prediction is for amean of w future observations,
which has estimated variance V (p) = o*?/w + V(f). Let SE(f) and SE(p) be
the square roots of V(f) and V(p), respectively. Then, the confidence
interval for the fitted value f and the prediction interval for the predicted
value p are given respectively asf + SE(f) t and p + SE(p) t, wheret isthe
appropriate t value for the specified coverage.

If x is used for estimation, leverage is computed as u x"(X"UX)'x, where u
isthe scalar weight associated with case x. If x wasn't used for estimation,
the “leverage” (unusualness) is x'(X"UX)'x. Lety be an observed value of
the dependent variable (it may or may not have been used for estimation).
A residual iscomputed asy - f, and a predicted residual is computed asy -
p. Anoutlier t value for acase not used for estimation is (y - p) / SE(p).
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Best Subset Regressions

The Best Subset Regressions procedure in Statistix computes the best
subset regression models given afull model that contains al the potential
predictor variables of interest. A specified number of subset models with
the highest R? are listed for each model size.

Specification Best Subset Regressions
Wariables Dependent Y ariable
ﬂ ﬂ [HEAT

MHon-forced Indep. Yars Cancel |
| | CHERA
42 CHEMZ Help |
CHEM3
CHER4

Forced Indep. Wanables

RiNa

¥ Fit Constant

‘Wwheight Wanable [Opt) Models/Model Size

4]l B

First select the name of the dependent variable (response variable).
Highlight avariable in the Variables box, then press the right-arrow button
next to the Dependent Variable box to move the highlighted variable into
that box.

Move candidate independent variables to the Non-forced I ndep. Variables
list box. These variableswill be used in all possible combinationsto form
the subset regressions.

Y ou can select one or more variables to be forced in the regression models.
Forced variables will appear in al of the subset models. Listing some
independent variables known to be important can greatly reduce the number
of subset models computed. Move the variables you want forced in all
models from the Variables list to the Forced I ndep. Variableslist.

To perform weighted | east squares regression, select the name of the
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variable containing the weights and move it to the Weight Variable box.

Use the Fit Constant check box to specify a model with a constant fitted
(checked) or amodel forced through the origin (not checked).

Enter the number of best candidate models you want listed in the results for
each subset model sizein the ModelsModel Size edit control. You can
specify as many as ten models, but thiswill be reduced for very large full
modelsto limit the total number of subset models listed to 150.

Up to atotal of 50 forced and unforced independent variables can be includ-
ed in the model (15 isamore practical limit for the number of unforced
variables because of computation time). If any values are missing for a case
in the full model, the entire case isignored (listwise deletion) for all

models. If an independent variable istoo highly correlated with alinear
combination of other independent variables in the full model (collinearity),
it's dropped from the model. Computation is reinitiated with anew full
model in which the offending independent variable has been dropped. If
collinearity still exists, another variable will be dropped. Variables are
dropped until such collinearity has been eliminated and reliable
computations can proceed. If weighted regression is specified, the variable
used for the weights cannot have negative values. Zero weights are treated
as missing values.

Our example data are the Hald data from Draper and Smith (1966). The
variable HEAT is the cumulative heat of hardening for cement after 180
days. Thevariables CHEM1, CHEM2, CHEM 3, and CHEM4 are the
percentages of four chemical compounds measured in batches of cement.
The data are listed below.

CASE HEAT CHEM1 CHEM2 CHEM3 CHEMA
78. 7 26 6 60
74. 1 29 15 52

104. 11 56 8 20
87. 11 31 8 47
95. 7 52 6 33

109. 11 55 9 22

102. 3 71 17 6
72. 1 31 22 44
9 93. 2 54 18 22

10 115. 21 47 4 26

11 83. 1 40 23 34

12 113. 11 66 9 12

13 109. 10 68 8 12

00 ~NOOAEWNRE
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Statistix User's Manual



Computation-
al Notes

The goal isto relate the heat of hardening to the chemical composition. The
analysisis specified in the dialog box on the preceding page. The results
are presented in the table below.

Best Subset Regression Models for HEAT Cumul ative Heat of Hardening For Cement

Unforced I ndependent Variables: (A)CHEML (B)CHEM2 (C)CHEM3 (D) CHEM4

3 "best" models from each subset size |isted.
Adj ust ed
P CP R Square R Square Resid SS Model Vari ables
1 442.9 0.0000 0.0000 2715.76 Intercept Only
2 138.7 0. 6450 0.6745 883. 867 D
2 142.5 0.6359 0.6663 906. 336 B
2 202.5 0.4916 0.5339 1265. 69 A
3 2.7 0.9744 0.9787 57.9045 A B
3 5.5 0.9670 0.9725 74.7621 A D
3 22. 4 0.9223 0.9353 175. 738 CcC D
4 3.0 0.9764 0.9823 47.9727 A B D
4 3.0 0.9764 0.9823 48.1106 A BC
4 3.5 0.9750 0.9813 50. 8361 A CD
5 5.0 0.9736 0.9824 47.8636 ABCD
Cases Included 13 M ssing Cases O

Mallows C, statistic, unadjusted and adjusted R?, and residual sums of
squares are produced for each model. More detail on these statisticsis
givenin Linear Regression under Miscellaneous Regression Topics (page
185).

Note: The number of possible subset models grows rapidly as the number

of independent variablesisincreased. If there are M independent variables,
then there are 2" - 1 subset models. For example, with 10 independent
variables there are 1023 subset model s, while with 15 independent variables
there are 32,767 subset models.

The method used to generate subset statistics is patterned after Clarke
(1981). An advantage of this method is that it’s very accurate without
requiring extended precision computing. The first regression based on the
full model is performed with the method described in Linear Regression.
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The Stepwise Linear Regression procedure in Statistix performs stepwise
linear regression. Y ou can specify an empty initial model (forward
selection), afull initial model (backward elimination), or any initial model
in between. Stepwise procedures are popular methods of searching for good
subset models, particularly when the number of independent modelsis
large. (See adso Best Subset Regressions on page 189.)

Stepwize Regression

Wariablez Diependent Yariahle

il ﬂ IW ........
Eorced Indep. Variables Carcel |
il Ll Help |

Starting Indep. W ariablez

[v Fit Constant

4 ]
Mon-forced |ndep. Yars
‘l ’l CHEM1 F ta Enter IEI.EIE

CHEMZ

CHEM3 i 00g
CHEMA P to Exit

Beport Format—
Wieight Yariable [Dpt) + Brief
‘ | } | I ¢ Full

First select the name of the dependent variable (response variable).
Highlight avariable in the Variables box, then press the right-arrow button
next to the Dependent Variable box to move the highlighted variable into
that box.

Divide your independent variables between the list boxes for Forced,
Starting, and Non-forced Indep. Vars. Forced variables will appear in all
steps of the stepwise procedure and will not be eliminated regardl ess of the
elimination criteria. The starting independent variables will appear in the
initial model and may be eliminated in subsequent steps. The non-forced
independent variables don't appear in the initial model but will be
considered for selection.
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For forward selection, move all your independent variables to the Non-
forced I ndep. Vars box. For backwards selection, move all the independent
variables to the Starting I ndep. Vars box. Y ou can aso use the Starting
Indep. Vars box to enter an initial model that you have previously found of
interest or an initial model that includes a variable that was overlooked in a
previous stepwise regression.

A stepwise regression builds aregression model by repeating a process that
adds and deletes variables from alist of candidate variables. The stepwise
process stops when no variables not aready in the model meet the selection
criterion and no variables in the model meet the elimination criterion.

At each step in the process, the variable with the lowest p-valueis selected
to enter the model next. A variable will not be selected unlessits p-valueis
less than the value you enter for the P To Enter criterion. A variable' s p-
value tests the hypothesis that the variables' regression coefficient is zero.
Y ou can specify pure backward elimination by entering 0.0 for the P To
Enter criterion to prevent eliminated variables from reentering the model.

The variable with the highest p-value is eliminated from the model at each
step. A variable won't be eliminated unless its p-value is greater than the
value you enter for the P To Exit criterion. Y ou can specify pure forward
selection by entering 1.0 for the P To Exit criterion to prevent selected
variables from being eliminated | ater.

The remaining options let you choose between brief and full report formats,
select aweight variable for weighted regression, and specify amodel forced
through the origin.

Up to 50 independent variables can be included in the model. If any values
are missing for acase in the full model, the entire case isignored (listwise
deletion) for all models. If weighted regression is specified, the variable
used for the weights can’'t have negative values. Zero weights are treated as
missing values. Variableswon't be selected that are found to be too highly
correlated with variables already in the model (collinearity).

The data used in our example isthe Hald data set from Draper and Smith
(1966). Thevariable HEAT is the cumulative heat of hardening for cement
after 180 days. Thevariables CHEM1, CHEM?2, CHEM3, and CHEM4 are
the percentages of four chemical compounds measured in batches of
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cement. Thedata are listed below.

CASE HEAT CHEML CHEM2 CHEM3 CHEM4
1 78.5 7 26 6 60
2 74.3 1 29 15 52
3 104.3 11 56 8 20
4 87.6 11 31 8 47
5 95.9 7 52 6 33
6 109.2 11 55 9 22
7 102.7 3 71 17 6
8 72.5 1 31 22 44
9 93.1 2 54 18 22

10 115.9 21 47 4 26
11 83.8 1 40 23 34
12 113.3 11 66 9 12
13 109. 4 10 68 8 12

The goal isto relate the heat of hardening to the chemical composition. The
analysisis specified in the dialog box on page 192. The results are as
follows:

Stepwi se Linear Regression of HEAT
Unforced Variables: CHEML CHEM2 CHEM3 CHEM4
P to Enter 0.0600
P to Exit 0.0600

cccc
HHHH
EEEE
MMMM
Step R Sq MSE P 1234
1 0. 0000 226. 314 . .
2 0.6745 80. 3515 0.0006 + . . D
3 0.9725 7.47621 0.0000 + A . D
4 0.9823 5.33030 0.0517 + A B. D
5 0.9787 5.79045 0.2054 - A B . .
Resul ting Stepwi se Model
Vari abl e Coef ficient Std Error T P VI F
Const ant 52.5773 2.28617 23.00 0.0000
CHEM1 1.46831 0.12130 12.10 0. 0000 1.1
CHEM2 0.66225 0.04585 14. 44 0. 0000 1.1
Cases | ncluded 13 R Squared 0.9787 MSE 5.79045
M ssing Cases 0 Adj R SQ 0.9744 SD 2.40634
Vari abl es Not in the Model
Correl ations
Vari abl e Mul tiple Parti al T P
CHEM3 0. 8257 0.4113 1.35 0.2089
CHEM4 0.9732 -0.4141 -1.37 0.2054

Thefirst part of the report is a history of the stepwise process. It liststhe
variablesin the model for each step and presents a number of model
statistics. In the example above, the intercept-only model islisted as step 1.
CHEMA4 is added at step 2, CHEM 1 is added at step 3, CHEM2 is added at
step 4, and then CHEM4 is eliminated at step 5. The R? and mean square
error (MSE) are listed for each step. The number in the P column at each
step isthe p-value for the selected variable (+) or the eliminated variable (-).
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At the end of the stepwise history, a complete coefficient table and model
summary statistics are presented for the final model.

Thefinal tablein the report lists the variables not in the final model. It lists
the multiple and partial correlations of each variable with the final model.
The T and P columnslist the t value and p-value for each variable were it to
be added to the final model.

The full report lists a complete coefficient table for each step. The example
below displays afull format report for the backward elimination stepwise
regression for the Hald data.

Stepwi se Linear Regression of HEAT
Unforced Variables: CHEML CHEM2 CHEM3 CHEM4
P to Enter 0.0500
P to Exit 0. 0500

Step Vari abl e Coef ficient T P R SQ MSE

1 Const ant 62. 4054 0. 89 0.9824 5.98295
CHEML 1.55110 2.08 0.0708
CHEM2 0.51017 0.70 0.5009
CHEM3 0.10191 0.14 0. 8959
CHEM4 -0.14406 0. 20 0. 8441

2 Const ant 71.6483 5.07 0.9823 5.33030
CHEML 1.45194 12. 41 0. 0000
CHEM2 0.41611 2.24 0. 0517
CHEM4 -0.23654 -1.37 0. 2054

3 Const ant 52.5773 23.00 0.9787 5.79045
CHEML 1.46831 12.10 0. 0000
CHEM2 0.66225 14. 44 0. 0000

Resul ting Stepwi se Model

Vari abl e Coef ficient Std Error T P VI F
Const ant 52.5773 2.28617 23.00 0. 0000

CHEML 1.46831 0.12130 12.10 0. 0000 1.1
CHEM2 0.66225 0. 04585 14. 44 0. 0000 1.1
Cases | ncluded 13 R Squared 0.9787 MSE 5.79045
M ssing Cases 0 Adj R SQ 0.9744 SD 2.40634

Vari abl es Not in the Model
Correl ations

Vari abl e Mul tiple Parti al T P
CHEM3 0. 8257 0.4113 1.35 0.2089
CHEM4 0.9732 -0.4141 -1.37 0.2054
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The Logistic Regression procedure is used when you are interested in
studying how observed proportions or rates depend on particular
independent variables. A direct application of linear regression to
proportionsis often not satisfactory because the fitted or predicted values
may be less than O or greater than 1 (impossibilities for proportions). There
may be other shortcomings aswell. Logistic regression provides a
convenient alternative by examining the relationships between the logistic
transformation of the proportions and linear combinations of the predictor
(independent) variables. The estimation method is maximum likelihood.
Numerous model diagnostic options are available.

More background on logistic regression can be found in the section titled
Additional Background on Logistic and Poisson Regression on page 211. In
particular, you should be familiar with likelihood ratio tests (also known as
analysis of deviance tests or G* tests) to make full use of this procedure.

Logistic Regression E |

Warniahlez Lependent Yariable

RATE il Ll W

WaL i
Trials/Caze Variable [Opt] Cancel |
il Ll I Help |

Independent W ariables

L R

[+ Fit Constant
Weight Y ariable [Dpt] Maxirurm lterations
4 ]l i
Offzet Y ariable [Opt) Canvergence Criterion

il Ll | [0

Select the name of the dependent variable in the Variables list box and
move it to the Dependent Variable box.

If each case in your data represents a single observation, the dependent
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Data
Restrictions

variable contains only zeros and ones, and the Trials/Case Variable is not
used. If someor al of the casesin your data represent more than asingle
observation, then the dependent variable contains the sum of the zeros and
onesfor al trialsfor each case, and the Trials/Case Variable stores the total
number of trials for each case. When aTrials/Case Variable is used, the
logistic regression is computed on the ratio of the Dependent Variable to the
Trialg/Case Variable. Thisfeature is used when indicator variables are used
for the independent variables and trials can be grouped by unique
combinations of values for the independent variables.

Move the independent variables from the Variables list box to the
I ndependent Variables box. For weighted regression, move the variable
containing the prior case weights to the Weight Variable box.

In some circumstances, the regression coefficient for aterm in the model is
known beforehand. Such aterm is called an offset and can be “ adjusted
out” of the model. The Offset Variable is subtracted from the linear
predictor, so the offset variable must be expressed on the linear predictor’s
scale (logit scale).

Use the Fit Constant check box to have the constant fitted in the model
(checked) or have the model forced through the origin (not checked).

Logistic regression uses an iterative procedure (iterative reweighted least
squares) to obtain its maximum likelihood results. Y ou specify the
maximum number of iterations performed before the procedure “ gives up”
if it hasn’'t converged in the Maximum I terations edit control.

Iteration stops when the absolute change in the deviance between iterations
is less than the deviance convergence criterion you specify in the
Convergence Criterion edit control. Small values increase the estimation
accuracy but may increase the number of required iterations. The value of
0.01 isusually suitable for obtaining deviances and coefficient estimates.

Up to 50 independent variables can be included in the model. If any values
within a case are missing, the case is dropped (listwise deletion). If an
independent variable is too highly correlated with alinear combination of
other independent variablesin the model (collinearity), it's dropped from
the model. Computation is reinitiated with a new model in which the
offending independent variable has been dropped. Variables are dropped
until such collinearity has been eliminated and reliable computations can
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proceed. For each case, theratio of the dependent variable to the number of
trials (success/trials) must always be bounded by Oto 1. If weighted
regression is specified, the weight variable cannot contain negative weights.
Zero weights are treated as missing val ues.

Example Thelogit transformation is In(p/(1-p)), where p is a proportion. Theratio
p/(1-p) is often interpreted as “ odds’; for example, if p isthe probability of
success, then 1-p isthe probability of failure and p/(1-p) is the odds for
success. By relating In(p/(1-p)) to alinear combination of predictors, we
are assuming that the predictors act in a multiplicative fashion to influence
the odds p/(1-p). Remember that logistic regression isrelating the linear
combination of predictors to In(p/(1-p)) and not to p, asthe analysis
specification may suggest.

Finney’s data from Pregibon (1981) are used for this example. The
response was whether or not vasoconstriction occurred in the skin of the
digits; variable OCCUR takesthe values 1 or 0. There are two quantitative
predictor variables—the rate and volume of air inspired by the subject. For
analysis, log rate and log volume were used, variables LRATE and LVOL,
respectively. The data are displayed below, and is availablein the file
Sample Data\ vasoconstriction.sx.

CASE OCCUR LRATE LvOL CASE  OCCUR LRATE LVvOL
1 1 -0.1924 1.3083 21 0 0.6931 -0.9163
2 1 0.0862 1.2528 22 0 0.3075 -0.0513
3 1 0.9163 0.2231 23 0 0.3001 0.3001
4 1 0.4055 -0.2877 24 0 0.3075 0. 4055
5 1 1.1632 -0.2231 25 1 0.5766 0.4700
6 1 1.2528 -0.3567 26 0 0.4055 -0.5108
7 0 -0.2877 -0.5108 27 1 0. 4055 0.5878
8 0 0.5306 0.0953 28 0 0.6419 -0.0513
9 0 -0.2877 -0.1054 29 1 -0.0513 0.6419

10 0 -0.7985 -0.1054 30 0 -0.9163 0.4700
11 0 -0.5621 -0.2231 31 1 -0.2877 0.9933
12 0 1.0116 -0.5978 32 0 -3.5066 0.8544
13 0 1.0986 -0.5108 33 0 0.6043 0.0953
14 1 0. 8459 0. 3365 34 1 0.7885 0.0953
15 1 1.3218 -0.2877 35 1 0.6931 0.1823
16 1 0.4947 0.8329 36 1 1.2030 -0.2231
17 1 0. 4700 1.1632 37 0 0.6419 -0.0513
18 1 0.3471 -0.1625 38 0 0.6419 -0.2877
19 0 0.0583 0.5306 39 1 0. 4855 0.2624
20 1 0.5878 0.5878

The data are said to be ungrouped; each case is based on asingletrial, so
the Trialg/Case Variable isleft empty. Thelogistic regression is specified
on page 196.

Convergenceisreached after the fifth iteration, and the coefficient tableis
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displayed as follows:

Unwei ght ed Logistic Regression of OCCUR

Predictor

Vari abl es Coef ficient Std Error Coef / SE P
Const ant -2.87494 1.30650 -2.20 0.0278
LRATE 4.56100 1.81790 2.51 0.0121
LVOL 5.17862 1.84314 2.81 0. 0050
Devi ance 29.23

P- Val ue 0.7807

Degrees of Freedom 36
Convergence criterion of 0.01 met after 5 iterations

Cases Included 39 M ssing Cases O

The p-value of 0.7807 suggests this model fitsthe data fairly well.

Maybe it’ s not necessary to include both terms LVOL and LRATE in the
model. When we run the analysis using only LRATE, we find that the
deviance is 48.86 (p=0.0918). When LVOL is specified alone, the resulting
deviance is 47.06 (p=0.1243). When we run the analysis with no
independent variables, the resulting deviance is 54.04 (p=0.0440).

The following analysis of deviance table summarizes the results
(I = intercept, R = log rate, V = log volume):

Model Deviance Difference DF Component P-Vaue
| d =54.04 d-d,z=2481 2 VadR 0.000
I+R dr=4886 di;-dg,=1963 1 V 0.000
I+V d,=4706 d,-dg=1783 1 R 0.000
I+R+V dg,=29.23

The column |abeled Component shows which terms are being tested. The
first row tests whether LVOL and LRATE improve the intercept-only
model. The deviancefor thistest is the difference of the deviances for
model | and model 1+R+V, whichis54.04 - 29.23 = 24.81. The associated
value for the degrees of freedom is the difference in the number of
independent variablesin the two models. The p-value displayed in the last
column is computed using the chi-square function in Probability Functions
(see Chapter 13). The second row tests whether LV OL improves the model
when | and LRATE are aready in the model. The deviance for thistest is
the difference of the deviances for model 1+R and model 1+R+V, whichis
48.86 - 29.23 = 19.63. The LRATE term istested in asimilar manner in the
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Regression
Results Menu

Classification
Table
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third row. The conclusion from this analysis of deviance table is that both
LVOL and LRATE are needed in the model.

Before accepting this model, you should examine the regression
diagnostics. Y ou should examine the standardized residuals and Cook’s D
(or p-value) routinely.

Once the regression analysisis computed and displayed, a Results pull-
down menu appears on the menu at the top of the Satistix window. Click
on the Results menu to display the regression results menu displayed below.

Results

|w Coefficient Table
Clazzification Table
Hozmer-Lemeshow Statiztic
Odds Batio
Save Rezsiduals...

War-covar OF Betas

DOptiots. ..

Select Coefficient Table from the menu to redisplay the regression
coefficient table. Select Optionsto return to the main dialog box used to
specify the model. Likethe Linear Regression procedure, Logistic
regression offers the options of saving various residual- and model-
diagnostic statistics (see page 176) and examining the variance-covariance
matrix of the regression coefficients (see page 185). The remaining options
are discussed below.

The classification table is a 2x2 frequency table of actual and predicted
responses: The fitted logistic regression model is used to obtain the
estimated value of p for each case. According as the estimated value of pis
lessthat 0.5 or greater than 0.5, the case is placed in the category O or 1. By
then cumulating over cases, the classification table is obtained. The
classification table for Finney’s vasoconstriction data is shown on the next

page.
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Hosmer-
Lemeshow
Statistic

Classification Table for OCCUR

Predictions

Act ual 0 1 Tot al
0 14 5 19

1 2 18 20
TOTAL 16 23 39

Proportion of category O correctly classified 0.737
Proportion of category 1 correctly classified 0.900
Overall proportion correctly classified 0.821

The Hosmer-Lemeshow statistics are goodness-of -fit tests suitable for
models with alarge number of covariate patterns (unigue combinations of
values for the independent variables). Thesetestsareillustrated here using
data from Hosmer and Lemeshow (1989, p. 92), a study whose object was
to identify risk factorsfor low birth weights of babies (the data are available
in the file Sample Data\birthwt.sx). The response variableisLOW: 0 =
normal birth weight, 1 = low birth weight. The table below shows the tests
for the model found on page 101, Hosmer and L emeshow.

Hosmer - Lemeshow Goodness of Fit Tests for LOW

Decil e of Risk

1 2 3 4 5 6 7 8 9 10

Low 0.07 0.09 0.16 0.21 0.28 0.33 0.42 0.49 0.61 0.94 Total

__________ S

1 Obs | 0 1 4 2 6 6 6 10 9 15 | 59

Exp | 0.9 1.6 2.4 3.5 5.0 5.6 6.8 8.6 10.5 14.1 | 59

0 Obs | 19 18 15 17 14 12 12 9 10 4 | 130

Exp | 18.1 17.4 16.6 15.5 15.0 12.4 11.2 10.4 8.5 4.9 | 130

__________ S

Total | 19 19 19 19 20 18 18 19 19 19 | 189
Hosmer - Lemeshow Statistic (C) 4.78
P- Val ue 0.7804
Degrees of Freedom 8

Fi xed Cut Points

Low 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 Total

__________ S

1 Obs | 2 5 8 9 11 9 7 5 2 1 | 59

Exp | 2.7 4.5 8.3 8.7 10.7 8.8 6.5 5.3 1.7 1.9 | 59

0 Obs | 38 25 25 16 13 7 3 2 0 1 | 130

Exp | 37.3 25.5 24.7 16.3 13.3 7.2 3.5 1.7 0.3 0.1 | 130

__________ S

Total | 40 30 33 25 24 16 10 7 2 2 | 189
Hosmer - Lemeshow Statistic (H) 6.17
P- Val ue 0.6281
Degrees of Freedom 8

Thetables are constructed by grouping the observations into ten groups
based on the values of the fitted values (estimated probabilities). Two
grouping methods are used as follows:
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Odds Ratios

General Notes

202

The first method groups the data based on percentiles of the fitted values,
resulting in atable with ten “deciles of risk”. Thetest statistic C=4.78 is
computed from the observed and expected frequencies within each decile of
risk for each outcome. The p-value 0.7804 is computed from the chi-square
distribution with 8 degrees of freedom.

The values above each of the columns in the deciles-of-risk table represent
the highest fitted value for the column. Observations with the same
covariate pattern are forced into the same decile, which can result in some
columns with zero observed frequencies. In these cases, the statistic isn’t
computed.

The second grouping method bases the groups on fixed cut points of the
fitted values. Both the C and H statisticsindicate a good fit. See Hosmer
and Lemeshow (1989) for a detailed discussion.

Select Odds Ratios from the results menu to obtain odds ratios and 95%
confidence intervals. Thetable of odds ratios from the logistic regression
of the birth weight data from Hosmer and Lemeshow (1989, p. 94) is
presented below.

Logi stic Regression Odds Ratios for LOW

Predictor 95% C. | . 95% C. | .
Vari abl es Lower Limit Odds Ratio Upper Limt
AGE 0.91 97 1.05

Lwr
RACE1
RACE2
SMOKE
PTL
HT

ul

26 2

oOrORrRRRO
=)
(LIS
NORNNWOO
w
~

1.
9.
5.
52 5.51
3.
4.
5.

The odds ratios reported in Statistix give the change in the odds for an
increase in one unit of the independent variable. For the dichotomous
variable SMOKE, the odds of alow birth weight baby are 2.52 greater for a
mother who smokes (SMOKE = 1) than for a mother who doesn’t smoke
(SMOKE = 0). Theoddsratio of 0.97 for the continuous variable AGE is
for an increase of one year in age.

If fitted values are saved, the resulting values are the estimates of expected
number of successes E[N]. If you want estimates of p, first save the fitted
values and then divide them by the total number of trials per case.
Estimates for the logits In(p/(1-p)) can be obtained from the estimated p’s.
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Probit regression is amethod very similar to logistic regression. Statistix

does not perform probit regression. For the vast majority of data sets,

logistic and probit analyses will return virtually identical results. We prefer

logistic regression because it can be calculated more efficiently and the
logit transform has a simple interpretation as the log of the odds ratio.

Stepwise Logistic Regression

This procedure performs stepwise logistic regression. Logistic regression is

appropriate for dependent variables that are proportions. Both forward

selection and backward elimination are supported.

Specification

Y ariables Lependent Wariable

RATE | | IDCEUH
yOL ‘ ’
Trialz/Caze Wanable [Opt)

A
Farced Indep. Yaniables
Kind

Kind
Mon-forced Indep. W ars
LRATE

Rigd LvoL

Weight W ariable [Opt)

4]l

Offzet Warable [0pt)

K1 | —

Starting Indep. Yanables

Cancel |
Help |

[¥ Fit Constant

M awirmurn [berations
I‘I ]

Carvergence Criterion

ID.D'I
P to Enter IU.DE
P ta E it ID.EIE

Bepaort Format——
£~ Brief

& Full

Select the name of the dependent variable in the Variables list box and

move it to the Dependent Variable box.

If each case in your data represents a single observation, the dependent
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variable contains only zeros and ones, and the Trials/Case Variable is not
used. If someor al of the casesin your data represent more than asingle
observation, then the dependent variable contains the sum of the zeros and
onesfor al trialsfor each case, and the Trials/Case Variable stores the total
number of trials for each case.

Divide your independent variables between the list boxes for Forced,
Starting, and Non-forced Indep. Vars. Forced variables will appear in all
steps of the stepwise procedure and will not be eliminated regardless of the
elimination criteria. The starting independent variables will appear in the
initial model and may be eliminated in subsequent steps. The non-forced
independent variables don't appear in the initial model but will be
considered for selection.

For forward selection, move all your independent variables to the Non-
forced Indep. Vars box. For backwards selection, move all the independent
variables to the Starting Indep. Vars box. You can also use the Starting
Indep. Vars box to enter an initial model that you have previously found of
interest or an initial model that includes a variable that was overlooked in a
previous stepwise regression.

A stepwise regression builds aregression model by repeating a process that
adds and deletes variables from alist of candidate variables. The stepwise

process stops when no variables not aready in the model meet the selection
criterion and no variables in the model meet the elimination criterion.

At each step in the process, the variable whose addition decreases the
deviance the greatest is selected to enter the model next. A variable will not
be selected unless the p-value for the deviance test (the difference of the
deviance for the model excluding the candidate variable and the deviance of
the model including the candidate variable) is less than the value you enter
for the P To Enter criterion. Y ou can specify pure backward elimination by
entering 0.0 for the P To Enter criterion to prevent eliminated variables
from reentering the model.

The variable whose removal from the model increases the deviance the | east
is eliminated from the model at each step. A variable won't be eliminated
unless the p-value for the deviance test is greater than the value you enter
for the P To Exit criterion. You can specify pure forward selection by
entering 1.0 for the P To Exit criterion to prevent selected variables from
being eliminated | ater.
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In some circumstances, the regression coefficient for aterm in the model is
known beforehand. Such aterm is called an offset and can be “ adjusted
out” of the model. The Offset Variable is subtracted from the linear
predictor, so the offset variable must be expressed on the linear predictor’s
scale (logit scale).

The remaining options let you choose between brief and full report formats,
select aweight variable for weighted regression, specify a model forced
through the origin, specify the maximum number of iterations, and enter a
value for the convergence criterion.

Data A total of 50 independent variables can be included in the model. If any

Restrictions values within a case are missing, the case is dropped (listwise deletion).
For each case, the ratio of the dependent variable to the number of trials
(success/trials) must always be bounded by 0to 1.

Example We'll use Finney’ s vasoconstriction data described on page 198 to illustrate
forward selection. The dependent variable, OCCUR, is coded 1 if vaso-
constriction occurred in the skin and O if not. There are two candidate
independent variables, LRATE and LVOL. The analysisis specified on
page 203. Theresults are displayed below.

Stepwi se Logistic Regression of OCCUR
Unforced Variables: LRATE LVOL

P to Enter 0.0500

P to Exit 0.0500

Step Variable Coefficient Std Error Coef/SE Deviance Difference P
1 Constant 0.05129 0.32036 0.16 54. 04
2 Constant -0.20458 0.36232 -0.56 47.06 6.98 0.0082
LvoL 1.80788 0.77024 2.35
3 Constant -2.87494 1.30650 -2.20 29.23 17.83 0.0000
LvoL 5.17862 1.84314 2.81
LRATE 4.56100 1.81790 2.51

Resul ting Stepwi se Model

Vari abl e Coefficient Std Error Coef/ SE P
Const ant -2.87494 1.30650 -2.20 0.0278
LVvOL 5.17862 1.84314 2.81 0.0050
LRATE 4.56100 1.81790 2.51 0.0121
Devi ance 29.23

P- Val ue 0.7807

Degrees of Freedom 36

Cases Included 39 M ssing Cases 0
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Computation-
al Notes

Three steps were made in arriving at the final model. Because no starting
variables were specified, the model in the first step was the intercept-only
model. Thevariable LVOL was added in step 2. The difference of the
deviances for the modelsin step 1 and 2 is 6.98 (p=0.0082). The variable
LRATE was added in step 3. The complete coefficient table and model
statistics for the final model are listed at the end of the report.

See Hosmer and Lemeshow (1989) for a description of the stepwise
algorithm and the deviance test. More background on logistic regression
can be found in the section titled Additional Background on Logistic and
Poisson Regression on page 211.

Poisson Regression

Specification

206

The Poisson Regression procedure performs Poisson regression using the
maximum likelihood estimation method. It's used when you're interested in
examining how observed counts depend on particular independent
variables. A direct application of linear regression to counts often isn’t
satisfactory because the fitted or predicted values may be negative; thisis
impossible for counts. There may be other shortcomings as well. Poisson
regression provides a convenient aternative. It examines the relationships
between the log transformed counts and linear combinations of the predictor
(independent) variables.

M ore background on Poisson regression can be found in Additional Back-
ground on Logistic and Poisson Regression on page 211. In particular, you
should be familiar with likelihood ratio tests (also known as analysis of
deviance tests or G2 tests) to make full use of this procedure.

A sample Poisson Regression dialog box appears on the next page. Move
the dependent variable to the Dependent Variable box and the independent
variables to the | ndependent Variables box. Aswith Linear Regression,
you can specify a Weight Variable for prior case weights and force the
model through the origin (uncheck the Fit Constant check box).
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Data
Restrictions

In some circumstances, the regression coefficient for aterm in the model is
known beforehand. Such aterm is called an offset, and the offset option
allowsit to be “adjusted out” of the model. The offset variable is subtracted
from the linear predictor, so the Offset Variable must be expressed on the
linear predictor’s scale (i.e., natura log of counts).

Poisson [Discrete] Regression E |

Warniahlez Lependent Yariable

AGE | | I BOYS

D UMY ‘ ’

EQLING Independent \ ariables Cancel

[E=t]
Help |

[+ FEit Constant
Weight Y ariable [Opt) M asimum [terations
4] |l i
Dffzet Y ariable [Opt) Canvergence Criterion

il Ll | [t

Poisson regression uses an iterative procedure (iterative reweighted |east
squares) to obtain the maximum likelihood estimates. Y ou can specify the
Maximum Iterations performed before the procedure “gives up” if it hasn't
converged.

Iteration stops when the absolute change in the deviance between iterations
reaches the deviance Convergence Criterion. Decreasing the criterion will
increase the estimation accuracy but may increase the number of iterations
required. The default value of 0.01 is usually suitable for obtaining
deviances and coefficient estimates. Decreasing the criterion appears to
improve the accuracy of coefficient standard errors and the regression
diagnostics.

Up to 50 independent variables can be included in the model. If any values
within a case are missing, the case is dropped (listwise deletion). If an
independent variable is too highly correlated with alinear combination of
other independent variables in the model (collinearity), it's dropped from
the model. Computation is reinitiated with a new model in which the
offending independent variable has been dropped. Variables are dropped
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until such collinearity has been eliminated and reliable computations can
proceed. If aprior weight variable is specified, the weight variable cannot
contain negative weights. Zero weights are treated as missing values.

Example Maxwell’ s data, presented in Nelder and Wedderburn (1972), are used. The
analysistreats a5 x 4 contingency table giving the number of boys (BOY'S)
with four different ratings for disturbed dreamsin five different age
categories:

RATI NG

Age group  AGE 4 3 2 1
5 - 7 1 7 3 4 7
8 - 9 2 13 11 15 10
10 - 11 3 7 11 9 23
12 - 13 4 10 12 9 28
14 - 15 5 3 4 5 32

AGE hasthevaues 1 -5, and RATING thevalues 1 - 4. We'reinterested
in whether there’ salinear x linear interaction of AGE and RATING.

First we create indicator variables (dummy variables) for the main effects as
if wewere using linear regression (see, for example, Weisberg 1985).

There are 4 main effect degrees of freedom for AGE and 3 main effect
degrees of freedom for RATING. The main effect indicator variables R1,
R2, and R3 for RATING are created using the Indicator Variables
procedure from the Data menu (discussed in Chapter 2):

Indicator ¥ariables

Wanables

AGE
BOYS

Cancel |
ﬂ ﬂ [ReTNG Help |

Walue List [Optional)

Source Varnable

|123

Indicator Yariables

Ll |H1 RZ A3

Theindicator variables Al, A2, A3, and A4 for AGE are created in a
similar manner. The RATING X AGE interaction is computed using the
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Transformation:
RXA = RATING * ACE

The data are stored in the file Sample Data\dreams.sx, and are listed below.

CASE BOYS AGE RATI NG
1 7 1 4
2 3 1 3
3 4 1 2
4 7 1 1
5 13 2 4
6 11 2 3
7 15 2 2
8 10 2 1
9 7 3 4

10 11 3 3
11 9 3 2
12 23 3 1
13 10 4 4
14 12 4 3
15 9 4 2
16 28 4 1
17 3 5 4
18 4 5 3
19 5 5 2
20 32 5 1

OO0 0000000000 RFRFPPFPOOOOLR
OO0 O0O0O0O0O0OO0ORrRRFRRPRPFPOOODODODOOON
OCO0OO0OORRFRPRRPPFPOOOOOOOOOOOOW
PRPRPPOOOODODODODO0ODO0ODO0ODO0OO0OO0OO0OO0OO M
POOOROOORFROOORFROOORFR OOOR

OFRPO0OO0OO0ORFRPROO0OORFROOORFROOORFROON

Pl

3
0
1
0
0
0
1
0
0
0
1
0
0
0
1
0
0
0
1
0
0

RXA

[
NOWOONNEOOORENWS-A

PP

DUMMYV

POOOO0ODO0ODO0DO0DO0D0DO0DO0DO0ODO0ODO0OO0OO0OO0OO0OOoO

We'll fit two models—one without the interaction and one with the inter-
action. The main effects only model is computed first. The model is
specified in the dialog box on the preceding page. The results are presented

in the coefficient table below.

Unwei ght ed Poi sson Regression

Predictor

Vari abl es Coef ficient Std
Const ant 1.32623 0
R1 0.91629 0
R2 0.04879 0
R3 0.02469 0
Al 0.84730 0.
A2 0.86750 0.
A3 1.03302 0
A4 0.73967 0
Devi ance 32. 46
P- Val ue 0.0012
Degrees of Freedom 12

Convergence criterion of 0.01

of BOYS

Error Coef/ SE P
.26102 5.08 0.0000
.18708 4.90 0.0000
. 22093 0.22 0.8252
. 22224 0.11 0.9115
26082 3.25 0.0012
26004 3.34 0.0008
. 25410 4.07 0.0000
. 26522 2.79 0.0053

met after 4 iterations

Cases Included 20 M ssing Cases 0

The deviance for thismodel is 32.46 with 12 degrees of freedom; thismain

effects only model appearsto

fit poorly (p = 0.0012).

Next we fit the main effects plus linear interaction model by adding the
RXA term. This model fits much better (deviance = 14.08, df =11, p=
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0.2288). The contribution to the deviance due to the interaction RXA is
32.46 - 14.08 = 18.38, which is clearly significant (it is treated as a chi-
square statistic with 1 df). From the coefficient table, the estimated linear x
linear interaction is-0.2051. Nelder and Wedderburn conclude “that the
data are adequately described by a negative linear x linear interaction
(indicating that the dream rating tends to decrease with age)”.

If welook at the regression diagnostics, Cook’ s distance calls attention to
the cell in the lower right; the count in AGE =5, RATING = 1 isabit high,
and Cook’ s distance indicates thisis arather influential case. Let's see
what happens when this point isfitted separately. To do this, anew
variable is created using the Transfor mation:

I F AGE=5 AND RATI NG=1 THEN DUMWV = 1 ELSE DUMWV = 0

When the model: BOYS=R1R2R3 A1 A2A3A4RXA DUMMYYV is
fitted, the new deviance is 9.58 (10 degrees of freedom, p = 0.4781). The
RXA interaction slopeis now -0.13758. The changein deviance due to the
DUMMYYV termis4.50 = 14.08 - 9.58, which can be treated as a chi-square
statistic with 1 df. The p-value of 0.034 (from Probability Functions) is
small enough to make you suspect that the lower right corner does require
specia attention. Thisis not the definitive analysis of this data set; the
point is just to show the value of using the regression diagnosticsto gain a
better understanding of the data.

We could have fitted the main effects only model alittle easier using the
Log Linear Models procedure in Chapter 7. Log Linear Modelsis
especially suited for fitting models with only qualitative predictors; the
drawback of using Poisson regression is that you must manually create the
indicator variables. However, Log Linear Models can’t deal with
guantitative predictors and so, for example, they could not compute the
linear x linear interaction RXA. Poisson regression must be used when you
need the standard errors of the coefficients.

Once the regression analysis is computed and displayed, a Results pop-up
menu is added to the main menu at the top of the Statistix window. Click
on the Results menu to display the regression results menu shown on the
next page.
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Comments

Results
|v Coefficient Table

Save Residuals...

War-cowvar Of Betas

Options. ..

Select Coefficient Table from the menu to redisplay the regression
coefficient table. Select Optionsto return to the main dialog box used to
specify the model. Poisson regression offers the options of saving various
residual- and model-diagnostic statistics and examining the variance-
covariance matrix of the regression coefficients. These options are per-
formed in the same manner asin Linear Regression (pages 176 and 185).

By relating In(Y) to alinear combination of predictors, we're assuming that
the predictors act in a multiplicative fashion to influence the counts Y.
Remember that Poisson regression is relating the linear combination of
predictorsto In(Y) and not Y, as the analysis specification might suggest.

Additional Background on
Logistic and Poisson Regression

Analyzing
Proportions
and Counts

For those unfamiliar with logistic and Poisson regression, the following
sections give you a brief background on why and when these procedures
should be used.

The analysis of counts and proportionsis the objective of discrete, or
categorical, data analysis. The theory of analysis of variance and regression
is more mature than methods for discrete data analysis. So it’s natural that
many of the techniques for discrete data analysis are based on ideas from
analysis of variance and regression.

Thetypical application of least squares procedures [analysis of (co)variance
or regression] usually involves the assumption that the dependent variable is
some quantity that can be measured on a continuous scale, such as
millimeters or grams. It’s also usually assumed that the random errorsin
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the dependent variable are independent normal random variables with
identical variances, perhaps after suitable transformations or weightings.
The goa of analysis, then, is to examine whether the dependent variableis
influenced by the independent variables of interest.

Problems arise when least squares is applied to data sets where the depen-
dent variable is discrete counts or proportions that arose from discrete
counts. Suppose you were to fit asimple linear regression model p = a+ bx
to adata set, where the p’s are proportions. 'Y ou can aways find values of
x where pislessthan O or greater than 1, a clearly undesirable situation for
amodel of proportions. Likewise, if you fit the model ¢ = a+ bx where
now c is discrete count data, you can find values of x that result in negative
predicted counts, also undesirable.

Y ou can avoid these problems by transforming the dependent data. For
example, when the data are proportions, the logistic transformation

In [p/(1-p)] creates a new variable that ranges from -« to +e. With count
data, you can achieve a similar scaling by converting the data to the log
scale. We are then interested in how alinear combination of the
independent variablesisrelated to the transformed data. Thisinvolves
estimating the slope coefficients and testing their significance. However,
even after the data have been transformed, the usual application of least
squares for estimation often doesn’t work very well because the errors do
not closely approximate the usual assumption of identical variances.

The application of least squares to transformed discrete data can be
improved by using various weighting schemes to adjust for unequal
variances. A classic example of such a procedure is minimum logit C?,
described in Snedecor and Cochran (1980). These techniques should be
viewed as approximations to the preferred method of estimation, whichis
maximum likelihood (ML) estimation. These approximate methods work
well in some situations and poorly in others. The appeal of the approximate
methods has been that they are easy to calculate with traditional methods.

Efficient general algorithms for ML estimation of linear models fitted to
transformed discrete data are now available and are part of alarger body of
theory known as generalized linear models, or GLM’s. Statistix uses these
procedures to make it possible to perform ML estimation with no more
effort than required for atraditional least squares analysis. If you have
count data, we suggest you use the appropriate ML procedure. This may
require some background reading if you're not familiar with ML
procedures, especially likelihood ratio tests. If you understand how F tests
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are performed in the usual regression situation, likelihood ratio tests are
easy. The ML procedures always work as well as the approximate weighted
least squares procedures. More important, the ML procedures will work
well in situations where least squares fails dismally.

If you’'re interested in proportions, L ogistic Regr ession is the appropriate
procedure. If you have count data, consider either Poisson Regression or
Log-Linear Models. If you have count data and your independent
variables include continuous variables (“ covariates’), use Poisson
Regression. More detail to help you decide which to useis found within
each of the respective descriptions.

There are many good references on discrete data analysis. Bishop et al.
(1975) give athorough treatment of discrete analysisfor categorical
designs, the discrete analogs to analysis of variance. Fienberg (1977) gives
aconcise, readable account of such models. McCullagh and Nelder (1983)
consider abroader class of models, including those with continuous
variates, the analogs to regression or analysis of covariance. Cox (1970)
and Hosmer and Lemeshow (1989) are good references for the logistic
model. The referencesin these books can direct you to more specific areas
of interest.

The procedures for L ogistic Regression and Poisson Regr ession are based
on the theory of generalized linear models (McCullagh and Nelder 1983), or
GLM'’s. Theclass of modelsincluded in GLM’sis quite rich; multiple,
logistic, and Poisson regression are the most commonly encountered
members of GLM’s, but many others are included.

Many of the statisticsin linear regression have generalized analogsin
GLM’s. A distinction isthat many of the statistics for GLM’sin general
arejustified by large sample approximations, while the statistics for normal
theory linear regression are “exact”. The performance of these approxima-
tionsis an active field of investigation.

First we'll discuss the statistics displayed on the coefficient table. The
standard measure of GLM fit is the deviance, also known as the G? statistic.
Under the null hypothesis of the specified model, the deviance
asymptotically follows a chi-square distribution. The deviance playsarole
similar to that of the residual error in linear regression. Y ou can think of it
as a“distance measure” between the fitted model and the actual data—the
smaller, the better. When used as an overall goodness-of-fit measure, the

Chapter 6, Linear Models 213



214

corresponding p-value should be interpreted with caution; it is best viewed
as simply a convenient way to standardize the deviance for comparison
purposes. A more traditional goodness-of-fit measure is Pearson’s chi-
square, which Statistix does not display (it's easy to compute from residual
resultsif desired). Pearson’s chi-square has the same asymptotic
distribution as the deviance (under the null hypothesis); the reason for
preferring the deviance is that the deviance can be used to construct a
stepwise analysis of deviance table similar to the stepwise analysis of
variance table displayed in linear regression. Pearson’s chi-square doesn’t
lend itself asreadily to this use.

Stepwise analysis of variance tables and their uses are described in Linear
Regression. Analogous analysis of deviance tables can be constructed for
L ogistic and Poisson Regression (see examples). Understanding the
construction and interpretation of such tablesis essential to performing
regression analyses properly. Satistix doesn’t automatically generate
analysis of deviance tables because the structure of these tables often
depends on the goal's of the investigation imposed by the subject matter.
However, such tables are easy to construct by hand from the displayed
results.

In addition to the model deviance, COEF/SE statistics and associated
p-values are displayed on the coefficient table. Again, these are justified by
large sample theory. Better testsfor the individual contributions of
independent variables can be constructed as 1 degree of freedom tests using
the deviance (see examples).

Direct analogies exist for most of the residual diagnostics you can select
from the residuals and fitted values menu in linear regression. The
computation of leverage is as described in McCullagh and Nelder (1983)
and Pregibon (1981). The standardized residual, r, is described in
McCullagh and Nelder (eg. 11.1); we describe its calculation at the end of
this section on page 216. Leverage values, h, are the diagonal elements of
the H matrix described by McCullagh and Nelder (sect. 11.3).

If you're interested in Pearson (chi-square) residuals rather than
standardized residuals, you can calculate them asr(1 - h)* using
Transformations. If you square the Pearson residuals and then sum them,
you'll obtain the Pearson chi-square goodness-of-fit statistic for the model.
Cook’ sdistance is computed as described in McCullagh and Nelder (1983)
and Pregibon (1981). Computing the “p-vaue” for Cook’s D should simply
be regarded as converting D to an alternate scale that may help make
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influential points more easily recognizable. The method for computing the
“p-value” of Cook’s D isthe same asthat used in linear regression. The
outlier t-statistic and its p-value should be regarded as experimental; at this
point, a cautious interpretation of these statisticsis that they are monotonic
transforms of the standardized residuals (Weisberg 1985) and should be
sensitive to outliers.

Parameters being estimated are said to be aliased if the associated
independent variables are (nearly) linear combinations of other independent
variables. Another name for thisis collinearity. Asin linear regression,
aliased independent variables in logistic and Poisson regression are
successively detected and dropped until the remaining independent
variables constitute a linearly independent set.

Some special considerations come into play when this variable-dropping
technique is used for logistic and Poisson regression. Thefirstiswhat is
called “saw-toothing”. Astheiterative fitting process used for GLM’s
proceeds, it occasionally happens that the information in a parameter
diminishes to the point that the procedure detects it as being aliased, even
though it really isn’t. Saw-toothing can be recognized as occurring when a
variable is dropped sometime after the first fitting cycle, along with a
substantial increase in the deviance to the next cycle. When thisis
observed, the deviance from the cycle immediately before the one in which
the variable is dropped should be used.

Thereisarelated issue that you should be aware of. Thisisthe potential
interaction of dropping aliased variables and missing values. A caseis not
included in the analysisif any of the values for any of the variables
(dependent, independents, or weight) used in the analysis are missing
values. Thus, if an independent variable with missing values is detected as
being aliased and is dropped, new cases may be pulled into the analysisin
the next cycle. This makes use of all of the available data, but it also means
the deviance may be based on an expanded set of cases asiteration
continues and hence is not truly comparable from cycleto cycle. Thiswill
usually not be of concern, but it’s a point you need to know. If this
behavior influences the results, it can be controlled by using Omit/Restore
Cases to select case subsets for analysis.
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A potential problem with the logistic transformation occurs when the
estimate of pisvery near to O or 1. Thefitted logit In[p/(1-p)] then
approaches minus or plusinfinity, which can obviously cause computational
problems. A similar problem occurs in Poisson regression when the fitted
count is very near O; the fitted log count approaches minusinfinity. Inthese
cases, the parameter estimatesin the linear predictors approach infinity.
Satistix prevents potential computational problems in such cases by
enforcing an upper bound on the absolute value of the fitted values of the
linear predictors.

This approach appearsto work quite well, and biases are generally small.
However, when it’s known in advance that some parameter estimates are
infinite, it’s better to drop the corresponding data cases from the analysis.
An example would be to delete all rows and columns in two-way contin-
gency tables that have marginal sums of zero. The major negative conse-
guence of not deleting such casesis that the deviance may be distorted
downward relative to the degrees of freedom.

The following section outlines some of the equations used for various
quantities in multiple, logistic, and Poisson regression. The matrix X
represents the design matrix of predictor variable values. The prior weights
are the weights specified by the weighting variable option. RMS stands for
residual mean sgquare. Inlogistic regression, p isthe expected proportion, or
E[p] (the expected logit isIn [p/(1-p)]). The variousterms are described in
more detail in McCullagh and Nelder (1983). The number of cases used for
estimation isn. The number of parametersin the linear model ism (m
includes the intercept, if present).

Description Linear Logistic Poisson
prior weight w w w
s = scale parameter 0° 1 1

0’ =E[RMS]
f = variancefunction 1 nn(1 - m) M

nm=E[p] M= expected count

g = iterative
weight = fw w nn(1 - mw Mw
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Description Linear Logistic Poisson
v = variance of an
observation = sf/w o°lw nm(1 - m)/w M/w
Let C = (X"QX)*
variance of estimated coefficients V(B*) = sC
variance of afitted value of the linear predictor V(f) = sx"Cx

h=leverage = gx'Cx
(“unusuaness’ or “distance” is fx"Cx)

Let e = raw residual (observation minusfitted or predicted value)
Standardized residual = r = e[((sf) / w )(1 - h)] ™
outlier t-statistic=r[(n-m-1)/ (n-m-r?)]™

Cook’sD = (r*/ m) (h/ (1- h))

Two Stage Least Squares Regression

The Two Stage L east Squar es Regression procedure (2SLS) is used to
estimate a linear equation when one or more of the predictor variables, or
right hand side variables, is an endogenous variable. An endogenous
variable is one that is determined by the system of equations being solved.
For example, quantity and price of a product are both endogenous variables
determined by a system of two simultaneous equations: the demand curve
and the supply curve. The 2SLS model also requires at |east one exogenous
variable. An exogenous variable is one whose value is determined outside
the system of equations.
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Two Stage Least Squares Hegression ll

Yariables Dependent Y arniable

i AP

Pa Right Hand *fariables Cancel

T WelfE 4' |

PA,

Exnogenous Variables [¥ Fit Constant

3

b
T

First select the name of the dependent variable (response variable) and
move it to the Dependent Variable box.

Then select one or more right hand variables and copy them to the Right
Hand Variableslist box. The right hand variables are anal ogous to the
independent variablesin ordinary least squares regression and will be listed
in the coefficient table.

Next select one or more exogenous variables and copy them to the
Exogenous Variableslist box. At least one of the exogenous variables
must not be among those selected for the Right Hand Variables.

Use the Fit Constant check box to specify a constant fitted model (checked)
or amodel forced through the origin (not checked). Pressthe OK button to
begin computing the analysis.

Up to 50 variables (endogenous plus exogenous variables) can be specified.
At least one exogenous variable that is not also a right hand variable must
be specified. If there are missing values for any of the variables for a case,
the entire case is deleted (listwise deletion).

The purpose of the example dataisto estimate the world demand for copper
(Maurice and Thomas, 2002). The data are listed on the next page, and are
available in the file Sample Data\Copper.sx.
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3359.
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3875.
3905.
3957.
4279.
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99151
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. 00793

93810
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The variables are Q: quantity sold; PC: price of copper; MM: per capita

income; PA: price of aluminum (an alternative to copper); X: inventory of
copper; and T: time as a proxy for technology. Consider the simultaneous
functions of the demand and supply of copper:

Q=1 (PC, MM, PA)

Q=f(PC, X, T)

The demand is afunction of PC, MM, and PA. Since price (PC) is
determined by both the demand function and the supply function, itisa

endogenous variable. The model is specified on the preceding page. The

variables PC, MM, and PA are copied to the Right Hand V ariables box.

Theright hand variables MM and PA are exogenous variables, so we copy
them to the Exogenous Variables box aso. Thevariables X and T are not
right hand variables in the demand function, but only appear in the supply

function. Thus, they are exogenous variables, so we copy them to the
Exogenous Variablesbox. At least one such variableisrequired, or the

model is said to be underidentified. The results are shown on the next page.

The summary statistics reported have the same interpretation as with

ordinary least squares regression. The negative sign of the coefficient for
PC means that the quantity of copper sold decreases with increasing price of
copper, which iswhat we would expect.
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Two Stage Least Squares Regreesion of Q
4 Exogenous Variables: MM PA, X, T

Predictor

Vari abl es Coef ficient Std Error T P
Const ant -6837.83 1264. 46 -5.41 0. 0000
PC -66.4950 31.5338 -2.11 0.0472
MM 13997.7 1306. 34 10.72 0.0000
PA 107.662 44.5098 2.42 0. 0247
R- Squar ed 0.9421 Redi d. Mean Square (MSE) 184327

Adj usted R-Squared 0.9339 St andard Devi ation 429. 333

Cases I ncluded 25 M ssing Cases 0

Once the regression analysisis computed and displayed, a Results pull-
down menu appears on the menu at the top of the Satistix window. Click
on the Results menu to display the 2SL S results menu displayed below.

Results

|w Losfficient Table
Drbin % atzon Statistic
Flots L4

Save Residuals. .

War-covar Of Betas

Optionz. ..

Select Coefficient Table from the menu to redisplay the regression
coefficient table. Select Optionsto return to the main dialog box used to
specify the model. Likethe Linear Regression procedure, 2SL S regression
offers the options of computing the Durbin-Watson statistic for
autocorrelation, (see page 171), displaying residual plots (see page 175),
saving fitted values and residuals (see page 176), and examining the
variance-covariance matrix of the regression coefficients (see page 185).

In thefirst stage, ordinary least squares regression is used to compute the
fitted values of each endogenous variable using the full set of exogenous
variables as predictor variables. The vectors of fitted values are then used
in place of the original endogenous variables to estimate the final equation
in the second stage, again using OL S regression. See Griffiths et al. (1993)
for details.
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The Eigenvalues-Principal Components procedure displays the
eigenvectors and eigenvalues for alist of variables. You can also save
principal components as new variables.

Eigenvalues-Principal Components
Warables Eigervealues Variables
HEAT | | CHEM1
‘ } CHEM2
CHEM3
CHE M4 Cancel

==
Help |

Weight Y ariable [0 pt]

Computational Metho
&+ Correlation Matrix
= Covariance Matrix

Rija

Select the variables you want to analyze and move them to the Eigenvalues
Variableslist box. To weight the analysis, move the name of the variable
that contains the values to be used as weights to the Weight Variable box.
The eigenvalues can be based on the correlation matrix or the covariance
matrix. Select the method you want by clicking on one of the
Computational Method radio buttons.

Up to 50 variables can be specified. If there are missing values for any of
the variables for a case, the entire case is del eted (listwise deletion).
Negative weights are not allowed.

We use the Hald data from Draper and Smith (1966) for this example. The
same data are used to illustrate L inear Regression and are listed on page
162. Thevariables CHEM1, CHEM2, CHEM 3, and CHEM4 are the
percentages of four chemical compounds measured in batches of cement.
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The analysisis specified on the preceding page. The results are presented
below.

Ei genval ues / Eigenvectors based on Correlation Matrix

Cunul ative

Percent of Percent of
Ei genval ues Vari ance Vari ance
1 2.23570 55.9 55.9
2 1.57607 39.4 95.3
3 0.18661 4.7 100.0
4 0.00162 0.0 100.0
Vectors
Fact or 1 2 3 4
CHEM1 0.4760 0.5090 0.6755 0.2411
CHEM2 0.5639 -0.4139 -0.3144 0.6418
CHEM3 -0.3941 -0.6050 0.6377 0.2685
CHEM4 -0.5479 0.4512 -0.1954 0.6767

Eigenvalue analysisisinteresting in its own right as away to analyze
multivariate data structure (Morrison 1977, chap. 8). It's also an important
supplement to multiple regression analysis (Chatterjee and Price 1991).

Eigen¥alues - Save Principal Components E3
Wariables Eigenvalues Variables
HEAT CHERM1
CHEMZ
CHEM3
CHEMA Cancel

=
Help |

Frincipal Components Y ariables
} | PCHEM1 PCHEMZ PCHEM3

After viewing the resulting eigenvalues and eigenvectors, select Principal
Components from the Results menu to display the principal components
dialog box. Then enter variable names for the principal components.

The dialog box on the preceding page creates three new variables PCHEM 1,
PCHEM2, and PCHEM 3 to store the first three principal components. The
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principal component with the largest eigenvalue (variance component)
comesfirst, the next largest second, and so on.

In some regression data sets, the independent variables may be highly
correlated with one another. When such collinearity exists, estimates of the
regression coefficients may be unstable and can lead to erroneous
inferences. If thisisthe case, it's sometimes useful to perform the
regression on a set of principal components. The computational advantage
of using principal components rather than the original dataisthat they’'re all
uncorrelated (they’re said to be orthogonal). Chatterjee and Price (1991)
give a nice example of the application of this method.

Typically, the principal components corresponding to the largest
eigenvalues (i.e., largest variance components) are used for the regression.
Jolliffe (1982) makes the point that this is not always a wise approach.

Generally, it’s best to use the correlation matrix to compute the eigenvalues
because in effect this assigns equal weight to each variable. If the
covariance matrix is used, the results depend on the scales on which the
original variables were measured.

The correlation or covariance matrix isfirst computed using the method of
updating (see Correlations). The resulting matrix is converted to tridiago-
nal form using Householder reductions. The eigenvalues and eigenvectors
are then extracted using the QL decomposition. Details on these methods
are described by Martin et al. (1968) and Bowdler et al. (1968).

In matrix notation, the principal components are calculated as XU, where X
isan n x p matrix derived from the original dataand U isap x m matrix of
eigenvectors. The number of usable casesis n, the number of variablesin
the original variablelist is p, and mis the number of eigenvectors retained.
If the cal culations were based on the correlation matrix, thedatain X are
the original data after Studentization (the means subtracted from the values
and then divided by their standard deviations). If the calculations are based
on the covariance matrix, X isthe original data with the means subtracted.
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Analysis of Variance

Linear Models

Coanelations [Pearzon]..

Partial Corelations...
Wariance-Covariance...

Linear Begressian...

Best Subset Regressions...
Stepwize Linear Regrezsion...
Logistic Regression...
Stepwize Logiztic Regression...
Poizzon Regressian...

Two Stage Least Squares....

Eigenvalues - Principal Comp....

Completely Randomized Design...

Randaomized Complete Block. .
Latin Square Design. ..
Balanced Lattice Design...
Factorial Design...

Split-Plat Design...

Stip-Plot Design...
Split-Split-Flat Dezigr...
Stip-Split-Plot Deszign...
Bepeated Meazures Design...
General ADYAADCY ..

The analysis of variance menu, accessed from the Linear Models menu,
offersyou awide variety of AOV designs. Each of the designs listed on the
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menu provides a specific dialog box relating to that design making it easy to
specify the model. The dialog box for the General AOV/AOCV procedure
offersthe flexibility of specifying the model directly by entering a model
statement, and listing covariates for analysis of covariance.

All of the AOV procedures, with the exception of the Balanced Lattice
Design, can handle unbal anced designs (data with missing val ues).
Unbalanced designs, and designs with covariates, are solved using general
linear models (GLM) techniques. The sums of squares listed in the AOV
tables for unbalanced designs and designs with covariates are margina
sums of squares, also called type 11l sums of squares. These are the correct
sums of squares to use when constructing F-tests that test the hypothesis
that the means for the term in question are equal, given that the remaining
terms are in the model. An important limit on the level of unbalancedness
isthat any interaction term included in the model must have all cellsfilled
(no cells empty).

All of the analysis of variance procedures contain a results menu offering
numerous powerful options including multiple comparisons, linear
contrasts, polynomial contrasts, means plot, and residual plots. Theresults
menu appears on the main menu when the basic analysis of variance table is
displayed.

Besults
|v A0V Table
teans and Std Ermars.

Multiple Comparizans 4
Contrasts...

Bolpnomial Contrasts...

Blots 4

Save Residuals...

Ophions....

These options are discussed in detail at the end of this chapter.
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Completely Randomized Design

Specification

Data
Restrictions

This procedure computes the analysis of variance for the completely
randomized design. Asimplied by the name, the allocation of treatmentsto
the experimental unitsis performed completely at random. The advantages
of this design are that the number of treatmentsis flexible, the loss of
information because of missing valuesis relatively low, and the degrees of
freedom for error is maximum. The disadvantageisthat it’'s often
inefficient because the experimental error includes all the variation between
experimental units except that due to treatments.

The Completely Randomized Design aso goes by the name One-Way
Design. This procedure produces the same results as the One-Way AOV
procedure discussed in Chapter 5.

Cumpletel_-,l Handumlzed ADY x|

Waniables Dependent Yanables

| | MITROGEM

Cancel |
4 Ll W Help |

Treatment Y anable

The observed data must be entered into a single variable to use this
procedure. Move the variable name containing the observed data to the
Dependent Variables box. If you specify more than one dependent
variable, a separate analysisis produced for each variable. A second
variable identifying the different treatment groupsis also required. Move
the grouping variable to the Treatment Variable box. Pressthe OK button
to start the analysis.

Up to ten dependent variables can be specified. Sample sizes within
treatment levels can be unequal. The maximum number of treatment levels
is500. Thetreatment variable can be of any datatype. Real values are
truncated to whole numbers and must be no larger than 99,999. Strings are
truncated to ten characters.
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The example data are from Steel and Torrie (1980, p. 139). Nitrogen
content was measured from six strains of red clover. Fiveplotsina
greenhouse were randomly assigned to each strain. The data are shown in
the table below, and is available in the file Sample Data\red clover.sx.

CASE NI TROGEN

1 19.
2 32.
3 27.
4 32.
5 33
6 17.
7 24.
8 27.
9 25
10 24
11 17
12 19
13 9
14 11
15 15

STRAI'N CASE NI TROGEN STRAI'N
3DOk 1 16 20.70 3DOk 7
3DOk 1 17 21.00 3DOk 7
3DOk 1 18 20.50 3DOk 7
3DOk 1 19 18. 80 3DOk 7
3DOk 1 20 18. 60 3DOk 7
3DOk5 21 14.30 3D0Ok13
3DOk5 22 14. 40 3D0Ok13
3DOk5 23 11.80 3D0Ok13
3DOk5 24 11.60 3D0Ok13
3DOk5 25 14.20 3D0Ok13
3DOk 4 26 17.30 Composite

3DOk 4 27 19.

3DOk 4 28 19

40 Composite

.10 Composite
3DOk 4 29 16.
3DOk 4 30 20.

90 Composite
80 Composite

The analysisis specified on the preceding page. The results are shown

below.

Compl etely Random zed AOV for NI TROGEN

Source DF

STRAI N 5
Error 24
Tot al 29

Grand Mean 19

Bartlett's Test of

Cochran's Q

SS Ms F P
847. 05 169. 409 14. 4 0. 0000
282.93 11.789
1129. 97
. 887 CV 17.27
Chi - Sq DF P
Equal Variances 14.2 5 0.0143
0.4756
Largets Var / Smallest Var 26.345
Component of variance for between groups 31.5241
I size 5.0

Ef fective cel

STRAI'N Mean
3DOk1 28.820
3DOk5 23.980
3DO0Ok 4 14. 640
3DOk7 19.920
3D0Ok13 13. 260
Composite 18.700
Observations per Mean 5
Standard Error of a Mean 1.2391

Std Error (Diff of 2 Means) 1.4736

A standard analysis of variance table is displayed first. Note that the F test
suggests a substantial between-groups (strains of red clover) effect, with a
p-value less than 0.0001. The coefficient of variation (CV) expresses the
experimental error as a percentage of the mean; the higher the CV value,
the lower the reliability of the experiment.
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The F test assumes that the within-group variances are the same for all
groups. Bartlett’ stest for equality of variances tests this assumption; it is
shown below the analysis of variance table. The p-value of 0.0143 suggest
that the variances are unequal. Bartlett’stest is described in Snedecor and
Cochran (1980, p. 252). Another test of equality of variances, Cochran’s Q,
is given below Bartlett’stest. Cochran’s Q statistic istheratio of the
largest within-group variance over the sum of all within-group variances.
Theratio of the largest within-group variance over the smallest has also
been a popular test for equal variances and is displayed under Cochran’s Q;
tables are given in Pearson and Hartley (1954).

A fixed-effects model (Typel) is appropriate for these data. If arandom-
effects model were appropriate (Type 1), the component of variance for
between groups may be of interest (see Snedecor and Cochran, chap. 13).
The between-groups variance component and effective cell sample size are
displayed below the equality of variance tests. The computation of
effective cell sizeis described on page 246 of Snedecor and Cochran.

The bottom portion of the report lists atable of treatment means, sample

sizes, and standard errors of the means. The standard error of the difference
of two meansis reported when the sample sizes are equal .

Randomized Complete Block Design

The Randomized Complete Block (RCB) design is used to reduce
experimental error by dividing the experimental unitsinto blocks of units
that are thought to be similar. The object of blocking is to minimize the
variability within the blocks, and maximize the variability between the
blocks. Blocksin the RCB design are of equal size, each of which contains
all the treatments. This procedure handles missing values by using the
GLM technique to compute marginal sums of squares.

This procedureis used to analyze single-factor RCB designs (i.e., one

treatment factor). Multiple-factor experimentsin a RCB design can be
analyzed using the Factorial Design procedure discussed on page 238.
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Specification Randomized Complete Block ADV i x|

Wariables Dependent Wariables

—illl FAILURES

Cancel |
illllBLK— Help |

Treatment Y ariable

RINA I

Block Yanable

Move the name of the variable containing the observed datato the
Dependent Variables box. If you specify more than one dependent
variable, a separate analysis is produced for each variable. Move the
variable that identifies blocks to the Block Variable box. Move the variable
that identifies treatments to the Treatment Variable box. Pressthe OK

button to start the analysis.
Data Up to ten dependent variables can be specified. The maximum number of
Restrictions block and treatment levels are 200 each. The block and treatment variables

can be of any datatype. Real values are truncated to whole numbers and
must be no larger than 99,999. Strings are truncated to ten characters.
Missing values are alowed.

Example The example data are from Snedecor and Cochran (1980, sect. 14.2). The
dependent variable is the number of soybeans out of 100 that failed to
emerge, and the treatments are various fungicides (the first treatment level
was a ho-fungicide control). The data are listed below, and are stored in the
file Sample Data\soybeans.sx.

CASE FAI LURES TRT BLK CASE FAI LURES TRT BLK
1 8 1 1 14 8 3 4
2 10 1 2 15 10 3 5
3 12 1 3 16 3 4 1
4 13 1 4 17 5 4 2
5 11 1 5 18 9 4 3
6 2 2 1 19 10 4 4
7 6 2 2 20 6 4 5
8 7 2 3 21 9 5 1
9 11 2 4 22 7 5 2

10 5 2 5 23 5 5 3
11 4 3 1 24 5 5 4
12 10 3 2 25 3 5 5
13 9 3 3
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Y ou can use the Transformations CAT function to generate repetitive
sequences, such asthose seen for TRT and BLK. After entering the 25
values for FAILURES, we can use the Transformation expressions

TRT = CAT(5,5) and BLK = CAT(5,1) to create these variables. The
model is specified in the dialog box on the preceding page. Theresultsare
presented in the table below.

Random zed Conpl ete Bl ock AOV Table for FAI LURES

Source DF SS MS F P
BLK 4 49. 840 12. 4600

TRT 4 83. 840 20.9600 3.87 0.0219
Error 16 86.560 5.4100

Tot al 24 220. 240

Grand Mean 7.5200 CV 30.93

Tukey's 1 Degree of Freedom Test for Nonadditivity

Source DF SS MS F P
Nonadditivity 1 1.4957 1.49569 0. 26 0.6150
Remai nder 15 85.0643 5.67095

Rel ative Efficiency, RCB 1.19
Means of FAILURES for TRT Fungicide treatments

TRT Mean
Control 10. 800
Fung #1 6.200
Fung #2 8.200
Fung #3 6.600
Fung #4 5.800
Observations per Mean 5
Standard Error of a Mean 1.0199
Std Error (Diff of 2 Means) 1.2129

The analysis of variance table appearsfirst in the report. An F test and the
associated p-value are listed for the treatment variable TRT. Thetest
suggests a between-fungicides effect ( p = 0.0219).

Tukey’s one degree of freedom test for nonadditivity is useful when the
experimental design only permits an additive model to be fitted to the data
but you suspect that interaction is present. There' slittle suggestion of
nonadditivity (p = 0.6150) in this example. If nonadditivity is present, you
should consider transforming your datain an effort to remove it.

The object of using blocks is to increase efficiency by reducing the error
mean square. Therelative efficiency indicates the magnitude to which
blocking succeeded in reducing experimental error. In this example, the
relative efficiency of using the RCB design over the completely randomized
designis 1.19, whichisa 19% increase in precision. See Gomez and
Gomez (1984) for computational details.
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A table of treatment means, sample sizes, and standard errors of the means
isdisplayed at the bottom of the report. The standard error of the difference
of two meansis reported when the sample sizes are equal.

Results Menu Once the AQV table is displayed, aresults menu appears on the main menu.
Use the procedures on this menu to compute multiple comparisons, linear
contrasts, polynomial contrasts, means plots, residual plots, and to save
residuals. These options are discussed in detail at the end of this chapter.

Computation- Oliver's (1967) generalization of Yates agorithm (Daniel, 1976) is used
al Notes for balanced designs. Unbalanced designs are computed using general
linear models (Searle, 1987; Glantz and Slinker, 1990).

Latin Square Design

This procedure computes the analysis of variance for L atin Square
Designs. This design simultaneously handles two known sources of
variation, commonly referred to as row-blocking and column-blocking.

Specification Latin Square ADV x|
Wariables Dependent ariables
{ | } | YIELD
Cancel |
Bow Y aniable

il LI [Fow Help |
ﬂ ﬂ EggﬂlnM\frjriable

Treatrnent ¥ ariable

11 [

Move the name of the variable containing the observed data to the
Dependent Variables box. If you specify more than one dependent
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Example

variable, a separate analysis is produced for each variable. Move the
variable that identifies row-blocking to the Row Variable box. Movethe
variable that identifies column-blocking to the Column Variable box.
Move the variable that identifies treatments to the Treatment Variable box.
Press the OK button to start the analysis.

Up to ten dependent variables can be specified. The number of treatments
must be equal to the number of rows and columns. The row, column, and
treatment variables can be of any datatype. Real values are truncated to
whole numbers and must be no larger than 99,999. Strings are truncated to
ten characters. Missing values are allowed.

The example data are from afield trial to study the effect of row spacing on
the yield of millet (Snedecor and Cochran, 1980). Asiscommon with
agricultural field experiments, the row and column blocks represent fertility
gradientsin two directions. The data are listed below, and are stored in the
file Sample Data\millet.sx.

YI ELD ROW COLUMN SPACI NG YI ELD ROW COLUMN  SPACI NG
257 1 4 203 1 2
230 10 204
279 227
287 193
202 259
245 231
283 271
245 266
280 334
260 338
182
252
280
246
250

i
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[
[N
(LGN G R NN
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i
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If you study the data above, you'll see that the five values for the treatment
variable SPACING appear exactly once for each combination of ROW and
COLUMN. The model is specified in the dialog box on the preceding
page. Theresults are presented in the table on the next page.

The analysis of variance table appearsfirst in the report. An F test and the
associated p-value are listed for the treatment variable SPACING. Thetest
for treatment effect is not significant ( p = 0.4523).
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Latin Square AOV Table for YIELD

Source DF SS MS F P
ROW 4 13601. 4 3400. 34

COLUMN 4 6146. 2 1536. 54

SPACI NG 4 4156. 6 1039. 14 0.98 0.4523
Error 12 12667. 3 1055. 61

Tot al 24 36571. 4

Grand Mean 252.16 Cv 12.88

Tukey's 1 Degree of Freedom Test for Nonadditivity

Source DF SS MS F P
Nonadditivity 1 142.9 142. 89 0.13 0.7298
Remai nder 11 12524. 4 1138.58
Rel ative
Efficiency

Conpl etely Random zed Design 1.45

Random zed Conpl ete Bl ock, ROW 1.06

Random zed Conpl ete Bl ock, COLUMN 1.40

Means of YIELD for SPACI NG

SPACI NG Mean

2 269.80

4 262.80

6 252.40

8 238.20

10 237.60
Observations per Mean 5
Standard Error of a Mean 3.8118
Std Error (Diff of 2 Means) 4.5331

Tukey’s one degree of freedom test for nonadditivity is useful when the
experimental design only permits an additive model to be fitted to the data
but you suspect that interaction is present. There' slittle suggestion of
nonadditivity (p = 0.7298) in this example. If nonadditivity is present, you
should consider transforming your datain an effort to removeit. See
Snedecor and Cochran (1980) for computational details.

Aswith the RCB design, we're interested in the efficiency of blocking.
There are three relative efficiencies reported, indicating the improved
efficiencies of the Latin square design compared to three alternative
designs. Using a Latin square design in this experiment resulted in a 45%
improvement compared to the completely randomized design, but only a 6%
improvement over the RCB design using rows as blocks. See Gomez and
Gomez (1984) for computational details.

A table of treatment means, sample sizes, and standard errors of the means

isdisplayed at the bottom of the report. The standard error of the difference
of two meansis reported when the sample sizes are equal.
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Results Menu

Computation-
al Notes

Oncethe AQV tableis displayed, a results menu appears on the main menu.
Use the procedures on this menu to compute multiple comparisons, linear
contrasts, polynomial contrasts, means plots, residual plots, and to save
residuals. These options are discussed in detail at the end of this chapter.

The analysis of variance is computed using general linear models (Searle,
1987; Glantz and Slinker, 1990).

Balanced Lattice Design

Specification

The Balanced L attice Design is an incomplete block design that’s useful
when the number of treatmentsislarge, which can make a RCB design
impractical. Individual blocksdon't contain all treatments. This design
requires that the number of treatmentsis a perfect square, the block sizeis
the square root of the number of treatments, and the number of replications
is one more than the block size. Unlike the other AOV procedures
discussed in this chapter, this procedure doesn’'t allow missing values.

Balanced Lattice ADY x|
Wariables L ependent ' ariables

e

RiNa
B eplication ' ariable
K1

Block “ariable
1S c—

Treatment W ariable

il LI [FERT

Cancel

Move the name of the variable containing the observed data to the
Dependent Variables box. If you specify more than one dependent
variable, a separate analysis is produced for each variable. Move the
variables that identify replicates, blocks, and treatments to the Replication
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Variable, Block Variable, and Treatment Variable boxes respectively.
Press the OK button to start the analysis.

Up to ten dependent variables can be specified. The maximum number of
treatments allowed is 196. The replication, block, and treatment variables
can be of any datatype. Real values are truncated to whole numbers and
must be no larger than 99,999. Strings are truncated to ten characters.
Missing values are not allowed.

The example data are from Gomez and Gomez (1984, p. 45). Tiller number
per square meter is recorded from 16 fertilizer treatments of riceina4 X 4
balanced | attice design. The datafor the first of five replicatesis listed
below. The complete data are stored in the file Sample Dataltiller.sx.

[¢]
>
[
m

Y REP BLK
147
152
167
150
127
155
162
172

9 147
10 100
11 192
12 177
13 155
14 195
15 192
16 205

‘I'I
m
Y
3

O ~NOOAEWNE
O ~NOUAE WNRP
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©

80 220

&
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-
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The model is specified in the dialog box on the preceding page. The results
are presented in the table on the next page.

The analysis of variance table lists the sums of squares computed in the
usual manner. The mean square for the treatment factor is adjusted to
account for an unequal block effect, if one exists, since not all treatments
are represented in each block. The F test for the treatment factor is
computed using the adjusted mean square for treatment and the effective
error. Thetest for treatment effect is significant ( p = 0.0001).

Therelative efficiency of the balanced lattice design, compared to the RCB
design, for these datais 1.17, indicating a 17% improvement in efficiency.
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Computation-
al Notes

Bal anced Lattice AOV for Y

Source DF SS MS F P
REP 4 5946. 0

FERT(unadj) 15 26994.3

BLK* REP 15 11381.8 758.79

I ntrabl ock error 45 14533.3 322.96

FERT(adj) (15) 1600. 12 4.33 0.0001
Effective error (45) 369. 34

Tot al 79 58855.5

Grand Mean 171.82 Cv 11.18

Rel ative efficiency, RCB 1.17

Means of Y for FERT

FERT Mean FERT Mean

1 165.76 9 163.00

2 161.04 10 118.82

3 183.92 11 188.19

4 175.68 12 190. 54

5 162.88 13 169.51

6 173.82 14 197.23

7 168.43 15 185.67

8 176.92 16 167.78
Observations per Mean 5
Standard Error of a Mean 2.9317

Std Error (Diff of 2 Means) 3.4863

A table of treatment meansis displayed at the bottom of the report. Like the
treatment mean square, the treatment means are adjusted to account for an
unequal block effect, if one exists, since not all treatments are represented

in each block.

Oncethe AQV tableis displayed, a results menu appears on the main menu.
Use the procedures on this menu to compute multiple comparisons, linear
contrasts, polynomial contrasts, means plots, residual plots, and to save
residuals. These options are discussed in detail at the end of this chapter.

The analysis of variance, relative efficiency, and adjustments to the
treatment means are computed using the algorithms described by Gomez
and Gomez (1984).
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Specification
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The Factorial Design procedure computes the analysis of variance for
complete factorial designs and fractional factorial designs. It can handle
factorial experimentsin acompletely randomized design, randomized block
design without replication, and a randomized block design with replication.

Factorial ADY x|
‘-p"anables Dependent Yariables

_|in

Beplication Y ariable [Optional]

Cancel |
il Ll [rock Help |

Black W ariable [Optional]

T [

Treatment Wariables Interaction Terms
{l }l -g il IUpto3-wa_l.J j

C

D |

Move the name of the variable containing the observed data to the
Dependent Variables box. If you specify more than one dependent
variable, a separate analysis is produced for each variable.

The Replication Variable and Block Variable are both optional. If the
experiment was performed in a completely randomized design without
replication, then leave both boxes empty. If the experiment was performed
in arandomized block design without additional replication, then |eave the
Replication Variable box empty and move the blocking variable to the
Block Variable box. If the experiment isin arandomized block design with
replication, then use both boxes the specify replication and blocking vari-
ables. You can use the General AOV/AOCV procedure to analyze factoria
experiments in other designs, such as a Latin square or split-plot design.

Move the treatment factor variables to the Treatment Variablesbox. The
I nteraction Terms drop-down list lets you select the highest order of
interaction termsto be included in the model: no interactions, up to 2-way
interactions, up to 3-way interactions, etc. Pressthe OK button to start the
analysis.
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Up to ten dependent variables can be specified. The total number of factors
(replication, block, and treatment variables) selected can't exceed ten. The
maximum number of levels for each factor is 200. The factor variables can
be of any datatype. Real values are truncated to whole numbers and must
be no larger than 99,999. Strings are truncated to ten characters. Missing
values are allowed. For unbalanced and fractional designs, the maximum
size of the GLM design matrix is500. (The size of the design matrix is
equivalent to the model degrees of freedom: total degrees of freedom minus
error degrees of freedom.)

The example data are from arice yield trial in afractional factorial design
(Gomez and Gomez, 1984, p. 172). Fractional factorial designs are useful
when the number of factors of interest is so large that it would be too
expensive or too impractical to include the complete set of factorial
treatments. The example data are from a 2° factorial experiment in a%
fractional design with two blocks of 16 experimental plots each, and with
two replications. A partia listing of the data are presented below. The
complete data are available in the file Sample Data\fractional .sx.

CASE YI ELD REP BLK
1 2.92 1

©
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Since afractional factorial doesn't include all treatment combinations, it's
not possible to estimate all of main effects and interactions. These
experiments must be designed carefully so that all the main effects, and all
or most of the low-order interactions terms can be estimated. The
remaining terms assumed to have zero effects.

The analysisis specified on the preceding page. The results are presented
on the next page.

Chapter 7, Analysis of Variance 239



Results Menu

240

Anal ysi s of Variance

o

Source
BLOCK

REP
BLOCK* REP

*

>>T MO0 >

*

B
C
D
E
F
C

o> > >
* Tk Tk

B*D
B*E
B*F
c*D
C*E
C*F
D*E
D* F
E*F
A*B* D
A*B*E
A*B*F
A*C*D
A*C*E
A*C*F
A*D*E
A*D*F
A*E*F
Error
Tot al

WORRRPRRPRRPRPRRPRPRPRPRPRPRPRPRPRPRPRPRPRRPRPRPRPRPRPRPRRPRPRPRRPRRPLRELRET

o w

Grand Mean 3.6191

i

©
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. 00391
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00E- 04
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Table for

SS

05641
00391
00156
57760
00223
20410
50410
76226
03422
01323

04101
03516
04101
01381
00423
35701
01156
00302
13876
04000
05290
00456
00391

01756

04951
04622

27749

12. 4193

CV 2.66
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0000
0000
0000
0000
0000
0639
2412
6804
9179
0437
0606
0437
2313
5043
0000
2725
5717
0005
0462
0233
4882
5207
1175
0037
1785
7572
0277
0330

. 9589

Since up to 3-way interactions was selected in the dialog box, only main
effects, 2-way interactions, and 3-way interactions are included in the AOV
table. The higher-order interaction effects are assumed to be zero and the
sums of sguares are pooled to provide the error sums of squares.

Note that not all the possible 2-way and 3-way interactions are listed. This
isafeature of fractional factorial designs. The omitted interactions are
aliased with terms that are listed in the table. Statistix automatically selects
which aliased terms to display, placing a higher priority on low-order terms,
and selecting aliased terms of the same order in lexical order. If you'd like
to chose different aliased terms, then you must use the General
AOV/AOCV and list each term you want included.

Use the procedures on the results menu to compute means, multiple
comparisons, contrasts, plots, and save residuals. These options are

discussed in detail at the end of this chapter.
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Split-Plot Design

Specification

Data
Restrictions

The split-plot design is a two-factor design suitable for experiments that
have more treatments than can be accommodated in a compl ete block
design. One of the factors is assigned to the main plot. Themain plotis
divided into subplots to which the second factor is assigned. The precision
of the effects of the main-plot factor is sacrificed to improve the precision
of the subplot factor.

Split-Plot ADY x|
Wanables Dependent Wariables

TOMS

4D

Cancel |
ilLIIBLK— Help |

I ain-plot Factor
RIN3NG

Subplat Factor

1S o

Beplization W ariahle

Move the name of the variable containing the observed data to the
Dependent Variables box. If you specify more than one dependent
variable, a separate analysis is produced for each variable.

Move the blocking, or replication, variable to the Replication Variable box.
Move the variable name of the main-plot factor to the Main-plot Factor
box. Move the variable name of the subplot factor to the Subplot Factor
box. Pressthe OK button to start the analysis.

Up to ten dependent variables can be specified. The maximum number of
levelsfor the replication, main-plot factor, and subplot factors are 200 each.
The factor variables can be of any datatype. Real values are truncated to
whole numbers and must be no larger than 99,999. Strings are truncated to
ten characters. For unbalanced designs, the maximum size of the GLM
design matrix is500. (The size of the design matrix is equivalent to the
model degrees of freedom: total DF minus error DF).
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The exampleis a split-plot design from Section 16.15 of Snedecor and
Cochran (1980). TONS istheyield of alfalfain tons per acre. BLK
identifies the six blocks used. VAR isthe variety of alfalfa. DATE isthe
time in days between the second and third cuttings. A partial listing of the
data are presented below. The complete data are availablein thefile
Sample Data\alfalfa.sx.

CASE TONS VAR BLK DATE
1 2.17 1 1 106
2 1.58 1 1 35
3 2.29 1 1 54
4 2.23 1 1 71
5 1.88 1 2 106
6 1.26 1 2 35
7 1.60 1 2 54
8 2.01 1 2 71
9 1.62 1 3 106

10 1.22 1 3 35
11 1.67 1 3 54
12 1.82 1 3 71
72 1.33 3 6 71

The second cutting was on July 27. Thethird cuttings were on September

1, September 20, and October 7. One treatment wasn't cut athird time. We
assigned this group the date November 10, intending to reflect the end of
the growing season. Thevaluesfor DATE are 36, 55, 72, and 106. VAR
and BLK are qualitative factors, and the actual values of them have
meaning only as labels. When possible, factors, such as DATE, should be
represented quantitatively because response surfaces can then be examined
with polynomial contrasts (see Polynomial Contrasts on page 273).

The analysisis specified in the dialog box on the preceding page. The
results are shown below.

Anal ysis of Variance Table for TONS Tons of alfalfa

Source DF SS MS F P
BLK 5 4.14982 0.82996

VAR 2 0.17802 0.08901 0. 65 0.5412
Error BLK*VAR 10 1.36235 0.13623

DATE 3 1.96247 0.65416 23.39 0.0000
VAR* DATE 6 0.21056 0. 03509 1.25 0.2973
Error BLK*VAR* DATE 45 1.25855 0.02797

Tot al 71 9.12177

Grand Mean 1.5968
CV( BLK*VAR) 23.11
CV( BLK* VAR* DATE) 10. 47

The split-plot design hastwo error terms. These are labeled “Error
BLK*VAR” and “Error BLK*VAR*DATE” inthe AOV table above. The
F test for the main—plot factor VAR is computed using the first error term.
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al Notes

The subplot factor DATE and the VAR*DATE interaction are tested using
the second error term. The p-value of 0.5412 suggests little difference
between varieties. The DATE effect appears to be very significant.

There are two coefficients of variation listed, one for each error term. The
first coefficient indicates the degree of precision for the main-plot factor.
The second coefficient indicates the precision for the subplot factor and the
VAR*DATE interaction.

Use the procedures on the results menu to compute means, multiple
comparisons, contrasts, plots, and save residuals. These options are
discussed in detail at the end of this chapter.

Oliver's (1967) generalization of Yates agorithm (Daniel, 1976) is used
for balanced designs. Unbal anced designs are computed using general
linear models (Searle, 1987; Glantz and Slinker, 1990).

Strip-Plot Design

Specification

The strip-plot design is atwo-factor design that’ s useful when the desired
precision for the two-factor interaction is greater than that of either main
effect. The design callsfor a horizontal-strip factor, a vertical-strip factor,
and an intersection plot for the interaction of the two factors.

The strip-plot dialog box is shown on the next page. Move the name of the
variable containing the observed data to the Dependent Variables box. If
you specify more than one dependent variable, a separate analysisis
produced for each variable.

Specify the model by moving the variables for replication, the horizontal -
strip factor, and the vertical-strip factor to the corresponding Replication
Variable, Horizontal Factor, and Vertical Factor boxes. Pressthe OK
button to start the analysis.
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Strip-Plot AQY i

Wanables

4D

Dependent Wariables

YIELD

Beplization W ariahble

Cancel |
il Ll IFiEF'— Help |

Honzontal Factor

1 | e

Wertical Factor

illllw

Up to ten dependent variables can be specified. The maximum number of
levelsfor the replication, horizontal, and vertical factors are 200 each. The
factor variables can be of any datatype. Real values are truncated to whole
numbers and must be no larger than 99,999. Strings are truncated to ten
characters. For unbalanced designs, the maximum size of the GLM design
matrix is 500.

The example data are from ayield trial of six varieties of rice and three
levels of nitrogen fertilizer in a strip-plot design with three replications
(Gomez and Gomez, 1984). A partial listing of the data are presented
below. The complete data can be found in Sample Data\strip-plot.sx.

CAS

54

YI ELD
2373
4076
7254
4007
5630
7053
2620
4676
7666
2726
4838
6881

3214

PR RRRERRRRRRERRET

3

VARI ETY

I R8
I R8
I R8
I R127-
I R127-
I R127-

80
80
80

I R305- 4-

I R305-
I R305-
I R400-
I R400-
I R400-

Pet a

NN B BS
(&)

NI TROGEN
0
60
120
0
60
120
0
60
120
0
60
120

120

The analysisis specified in the dialog box above. The results are shown on
the next page.
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Anal ysis of Variance Table for YIELD Grain yield

Source

REP

VARI ETY

Error REP*VARI ETY

NI TROGEN

Error REP* NI TROGEN

VARI ETY* NI TROGEN

Error REP*VARI ETY* NI TROGEN
Tot al

Grand Mean 5289.9
CV( REP* VARI ETY) 23.09
CV( REP* NI TROGEN) 16. 30

CV( REP* VARI ETY* NI TROGEN) 12.13

DF

i

i

SS
9220962

. 710E+07
.492E+07
.068E+07

2974908

. 388E+07

8232917

.670E+08

MS
4610481
1. 142E+07
1492262
2.534E+07
743727
2387798
411646

7.65 0.0034

34.07 0.0031

5.80 0.0004

The strip-plot design has three error terms. The F test for the horizontal -
strip factor VARIETY is computed using the first error term
REP*VARIETY. The vertical-strip factor NITROGEN is tested using the
error term REP*NITROGEN. The interaction VARIETY*NITROGEN is
tested using the REP*VARIETY*NITROGEN error term.

Results Menu Use the procedures on the results menu to compute means, multiple
comparisons, contrasts, plots, and save residuals. These options are

discussed in detail at the end of this chapter.

Split-Split-Plot Design

The split-split-plot design is an extension of the split-plot design to
accommodate athird factor. There are three plots sizes: the main plot, the
subplot, and the sub-subplot. There are three levels of precision: the main-
plot factor has the lowest, and the sub-subplot factor having the highest

degree of precision.

Example The example data are from ayield trial of ricein a split-split-plot design
with three replications (Gomez and Gomez, 1984, p. 143). The main-plot
factor is nitrogen (N), the subplot factor is management practice (MGMT),
and the sub-subplot factor is variety (VAR). You can view the data by

Chapter 7, Analysis of Variance

245



Computation-
al Notes

246

opening the file Sample Data\split-split-plot.sx.

Split-Split-Plot ADY i

Wariahles

Dependent Y ariables

x|

YIELD

RINa

Beplication Vanable
A |
Main-plot Factor
AT
Subplat Factor
‘ | ’ | IMGMT

Sub-zubplot Factor

11

e

Help

Cancel |
_ e |

The model is specified in the dialog box above. The results are shown

bel ow.

Anal ysis of Variance Table for YIELD

Source DF SS

REP 2 0.732

N 4 61.641 15.
Error REP*N 8 4.451

MGMT 2 42.936 2
N* MGMT 8 1.103
Error REP* N* MGMT 20 5.236

VAR 2 206.013 10
N* VAR 8 14.145
MGMT* VAR 4 3.852

N* MGMT* VAR 16 3.699
Error REP* N* MGMT* VAR 60 29.732

Tot al 134 373.541

Grand Mean 6.5544
CV(REP*N) 11.38
CV( REP* N* MGMT) 7. 81
CV( REP* N* MGMT* VAR) 10. 74

. 496

F P
70 0.0001
00  0.0000
53  0.8226
87  0.0000
57  0.0019
94  0.1149
47 0.9538

Note the three error terms. The terms that use the mean square of each error
term as the denominator for the F test are listed immediately above themin

the table.

Oliver's (1967) generalization of Yates algorithm (Daniel, 1976) is used
for balanced designs. Unbalanced designs are computed using general
linear models (Searle, 1987; Glantz and Slinker, 1990).
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Strip-Split-Plot Design

The strip-split-plot design is an extension of the strip-plot design to
accommodate athird factor. The intersection plot of the strip-plot designis
divided into subplots for the third factor. There are four plots sizes. the
horizontal strip, the vertical strip, the intersection plot, and the subplot.
There are four levels of precision with the subplot factor have the highest
degree of precision.

Example Strip-Split-Plot ADY f x|
Wanables Dependent Y anables

YIELD

- 4D

Cancel |
Beplication Variable
4 | 3 | |F|EP Help |

Honzontal Factor

ﬂlﬂw

Wertical Factor

A prer

Interzection Fachar

[

The example data are from ayield tria of rice (Gomez and Gomez, 1984,
p.155). The treatment factors are nitrogen, variety, and planting method
(broadcast vs. transplanted). Y ou can view the data by opening the file
Sample Data\strip-split-plot.sx. The model is specified in the dialog box
above. The results are shown on the next page.

Note that there are four error terms. The terms that use the mean square of

each error term as the denominator for the F test are listed immediately
above themin the table.
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Anal ysis of Variance Table for YIELD

Source DF
REP (A) 2
NI TROGEN ( B) 2
Error A*B 4
VARI ETY (C) 5
Error A*C 10
B*C 10
Error A*B*C 20
PLANTI NG ( D) 1
B*D 2
C*D 5
B* C* D 10
Error A*B*C*D 36
Tot al 107

Grand Mean 5371.6

SS

. 530E+07
. 165E+08
6359988
. 909E+07
. 673E+07
.461E+07
.911E+07
726028
2467935
2.376E+07
7513641
1.521E+07
3.074E+08

S

[ELSENIEN

CV( REP* NI TROGEN) 23. 47
CV( REP*VARI ETY) 30.43

CV( REP* NI TROGEN* VARI ETY) 18. 20
CV( REP* NI TROGEN* VARI ETY* PLANTI NG)

MS
7653156

. 827E+07

1589997
9818698
2672583
2461442
955675
726028
1233968
4751761
751364
422560

12.10

36.

o

O o oo

. 0027
. 0380
. 0344
. 1982
. 0668

0000
. 1007

Repeated Measures Design

Specification

248

For the analysis of variance designs discussed earlier in the chapter, an
individual experimental unit, whether it be atest animal or aplot of land, is
assigned to a single treatment and the response variable is measured only
once. For arepeated measures analysis of variance, an individual
experimental unit, or subject, is observed under several different levels of
one or more experimental factors. This procedure computes the analysis of

variance for a variety of repeated measures designs.

In order to specify arepeated measures design, it's important to understand
the distinction between a between-subject factor and a within-subject factor.
A between-subject factor is an experimental treatment whose effect is
estimated by observing differences between subjects. The pool of available
subjects are divided into one group for each level of abetween-subjects
factor, so an individual subject has only one level of the treatment applied
toit. A within-subject factor is one whose effect is estimated by observing
differences within subjects. All subjects have each level of the treatment

applied to them.
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Data
Restrictions

Example | -
One-way RM
AOV

A repeated measures design doesn’t require a between-subjects factor, but it
must have at least one within-subjects factor. The simplest repeated
measures design is the one-way repeated measures analysis of variance. In
this design, each subject is observed over the various levels of asingle
experimental factor (see example | below).

Repeated Measures ADY ] x|
Wariables Dependent Yariables

—illl METAB

Between-Subject Factors

E Cancel |
Ellipel o |

Subject Factar
< | LI [DOG

Within-Subject Factors

KT

Move the name of the variable containing the observed data to the
Dependent Variables box. If you specify more than one dependent
variable, aseparate analysisis produced for each variable.

If your model includes any between-subject factors, move the variable for
those factors to the Between-Subject Factors box. Move the variable that
identifies subjectsto the Subject Factor box. Move the variables that
identify within-subject factors to the Within-Subject Factor box. Pressthe
OK button to start the analysis.

Up to ten dependent variables can be specified. Up to three between-
subject factors and three within-subject factors can be specified. All factors
are limited to 200 levels each. The factor variables can be of any datatype.

The example data are from a study to examine the effects of two stages of
digestion on the metabolism of dogs (Glantz and Slinker, 1990, p. 392).
Thefirst stage is the act of eating the food (smelling, chewing, and tasting).
The second stage is the digestion that occurs in the stomach. The metabolic
rate was observed after meals were provided to six dogsin three different
manners: (1) eating normally, (2) placing the food in the mouth but
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bypassing the stomach, and (3) bypassing the mouth by placing the food
directly into the stomach. The data are shown in the table below, and are
stored in the file Sample Data\eating.sx.

CASE METAB DOG MODE CASE METAB DOG MODE
1 104 1 Nor mal 10 114 4 Nor mal
2 91 1 Mout h 11 106 4 Mout h
3 22 1 St omach 12 15 4 St omach
4 106 2 Nor mal 13 117 5 Nor mal
5 94 2 Mout h 14 120 5 Mout h
6 14 2 St omach 15 18 5 St omach
7 111 3 Nor mal 16 139 6 Nor mal
8 105 3 Mout h 17 111 6 Mout h
9 14 3 St omach 18 8 6 St omach

The model is specified in the dialog box on the preceding page. The results
are presented below.

Anal ysi s of Variance Table for METAB

Source DF SS MS F P
DOG 5 572.9 114.6

MODE 2 36188. 4 18094. 2 198. 35 0. 0000
Error 10 912.2 91.2

Tot al 17 37673.6

Grand Mean 78.278 Cv 12. 20

Tukey's 1 Degree of Freedom Test for Nonadditivity

Source DF SS MS F P
Nonadditivity 1 523.522 523.522 12.12 0.0069
Remai nder 9 388. 700 43.189

Means of METAB for MODE

MODE Mean
Nor mal 115.17
Mout h 104.50
St omach 15.17
Observations per Mean 6
Standard Error of a Mean 1.9746
Std Error (Diff of 2 Means) 2.3483

The F test for the effect of eating modesin the AOV table aboveis highly
significant. Placing food directly into the stomachs of the dogs resulted in a
lower metabolic rate compared to the other two modes of eating.

Example Il - The following example is a two-way repeated measures with one between-
Two-way RM subject factor and one-within subject factor. It compares the effects of
AOV alcohol on people diagnosed with antisocia personality disorder (ASP) and

those that don’t have ASP (Glantz and Slinker, 1990, p. 410). Personality
type (ASP and non-ASP) is a between-subject factor (a subject has either
one personality type or the other). Subjects are given acohol to drink, and
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the aggressiveness is evaluated before and after drinking. Drinking status
(sober and drinking) is awithin-subject factor. The data are listed below,
and are stored the file Sample Data\al cohol .sx.

AGGRESS P_TYPE SUBJECT DRI NK AGGRESS P_TYPE SUBJECT DRI NK
0.81 Non- ASP 1 Sober 0.72 ASP 1 Sober
0.59 Non- ASP 1 Drinking 0.83 ASP 1 Drinking
0.91 Non- ASP 2 Sober 0.82 ASP 2 Sober
1.04 Non-ASP 2 Drinking 0.99 ASP 2 Drinking
0.98 Non- ASP 3 Sober 0.89 ASP 3 Sober
1.11 Non- ASP 3 Drinking 1.17 ASP 3 Drinking
1.08 Non-ASP 4  Sober 1.01 ASP 4  Sober
1.13 Non- ASP 4  Drinking 1.24 ASP 4 Drinking
1.10 Non-ASP 5 Sober 1.10 ASP 5 Sober
1.15 Non- ASP 5 Drinking 1.33 ASP 5 Drinking
1.16 Non- ASP 6 Sober 1.14 ASP 6 Sober
1.16 Non- ASP 6 Drinking 1.47 ASP 6 Drinking
1.19 Non- ASP 7 Sober 1.24 ASP 7 Sober
1.25 Non- ASP 7 Drinking 1.59 ASP 7 Drinking
1.44 Non- ASP 8 Sober 1.34 ASP 8 Sober
1.70 Non-ASP 8 Drinking 1.73 ASP 8 Drinking

The dependent variable AGGRESS is a score for aggressi veness obtained
from a questionnaire. Note that although there were atotal of 16 subjectsin
the study, the values for the variable SUBJECT are numbered 1 through 8
within each personality type. The results are shown below.

Anal ysis of Variance Table for AGGRESS Aggressiveness

Source DF SS MS F P
P_TYPE 1 0.02050 0.02050 0.16 0.6921
Error P_TYPE* SUBJECT 14 1.75589 0.12542

DRI NK 1 0.20320 0.20320 29.23 0. 0001
P_TYPE* DRI NK 1 0.08303 0.08303 11.94 0.0039
Error P_TYPE* SUBJECT* DRI NK 14 0.09732 0.00695

Tot al 31 2.15995

Grand Mean 1.1378
CV( P_TYPE* SUBJECT) 31.13
CV(P_TYPE* SUBJECT*DRI NK) 7. 33

Note that there are two error terms listed in the AOV table. Personality
typeistested using the subject within personality type term
P_TYPE*SUBJECT. DRINK and the two-factor interaction are tested
using the P_TYPE*SUBJECT*DRINK term.

Thetest for the P_TYPE*DRINK interaction is significant. Examining this
interaction using the M eans Plot available on the results menu clearly
illustrates that while drinking increases aggressiveness, the increase is much
more dramatic for the ASP personality type.
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Missing Values
in Repeated
Measures

Missing values are allowed in one-way repeated measures analysis of
variance models. The presence of missing valuesis limited in multi-factor
repeated measures designs. Statistix allows the number of subjectsto be
different for different levels of a between-subjects factor. But individual
subjects must have valid observations recorded for all levels of the within-
subject factors.

General AOV/AOCV

Specification

252

The General AOV/AOCYV procedureis aflexible procedure you can useto
analyze many analysis of variance and covariance designs, including ones
that are unbalanced. Models are specified by explicitly entering a model
statement. Many options are avail able—mean estimation, multiple
comparisons of means, general and polynomial contrasts, residual plots, and
least squares estimation of missing values.

General ADY/ADCY : x|
Wanables Dependent Yarnables
BLE ‘ | }l WTGAIM Carzal |
FERTILIZE
SOl
Help |

ALY Model Statement
} | BLK S0IL FERTILIZE SQIL*FERTILIZE

LCovarniables [Optional]

INITIALWT
ﬂ ﬂ COMNSUMED

The dependent variable contains the observed data. Select the dependent
variable from the Variables list box and move it to the Dependent
Variables box. If you specify more than one dependent variable, a separate
analysisis produced for each variable.
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Example
Model
Statements

Models are specified in amanner similar to the usual algebraic expression
of analysis of variance models, such asthose illustrated in Snedecor and
Cochran (1980). Use the factor variablesto list the termsin your model in
the AOV Model Statement box. The terms are main effects, which are
entered as a single variable, and interaction terms, which are listed as a
group of factor variables combined using stars (e.g., TRT *BLK). The high
order interaction term is assumed to be an error term and can often be
omitted from the model statement. Other interaction terms can be indicated
as an error term by typing (ERROR) or (E) after the term (see examples 5
and 6 below).

Typicaly, the AOV Model Statement is simply typed in manually. You can
also copy variables from the Variables list box to the current cursor position
of the AOV Model Statement by first highlighting one or more variablesin
the Variables list, then pressing the right-arrow button next to the AOV
Model Statement.

For analysis of covariance, select the names of the variables you want to use
as covariates and move them to the Covariables list box.

Press the OK button to begin the analysis. You'll be offered additional
options once the analysisis specified and computed.

Model specification (list of main effects and interaction terms) is very
flexible and best illustrated by example.

Example 1: Completely randomized design, also called the one-way design
(see page 227 for adiscussion of the CRD). If the treatment factor is A, the
model is specified simply as:

A

Example 2: Randomized complete block design (see page 229 for a
discussion of the RCB design). BLK isthefactor for blocksand A if the
treatment factor.

BLK A

Example 3: Single-factor Latin square design (see page 232 for a discussion
of the Latin square design). The variables ROW and COL are the row- and
column blocking factors, and A is the treatment factor.

ROW COL A
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Example 4: Three-factor factorial in a completely randomized design with
all two factor interactions (see page 238 for a discussion of factoria
designs).

A B C A*B A*C B*C

Note: The example factorial design above could be entered more concisely
using the ALL 2 keyword discussed below.

ALL2(A B ©

Example 5: Split-plot design (see page 241 for a discussion of the split-plot
design). Thevariable REP isthe factor for replication, A isthe main-plot
factor, and B is the subplot factor.

REP A REP*A(E) B A*B

Note the interaction REP*A isan error term. The three factor interaction
term REP*A*B is also an error term, but was omitted above because
Satistix always adds the high order interaction term automatically.

Example 6: Strip-plot design (see page 243 for adiscussion of the strip-plot
design). Thevariable REP isthe factor for replication, A isthe main-plot
factor, and B is the subplot factor.

REP A REP*A(E) B REP*B(E) A*B

Example 7: One-way repeated measures design (see page 248 for a
discussion of repeated measures designs). SUBJ is the subjects factor and
A isthe within-subjects factor.

SUBJ A

Example 8: Two-factor repeated measures design with a between-subjects
factor A and a within-subjects factor B.

A SUBJ*A(E) B A*B

Examples 1 - 8 above are all models that could be more easily specified
using the specific AOV procedures discussed earlier in this chapter. But the
General AOV/AOCYV procedure allows you to specify other models,
including variations of the above models.

Example 9: A two-factor nested model with factor B nested within factor A.
A B*A
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Error Term
Specification

Compare the nested model with the two-factor cross-classified (factorial)
model:

A B A*B

Example 10: A three-factor factorial experiment in a split-plot design. The
factors A and B are both main-plot factors, and C is the subplot factor.

REP A B A*B REP*A*B(E) C A*C B*C A*B*C

In most situations, neither the order in which terms are specified in the
model nor the order in which variables are specified within terms has any
influence on the analysis. The only exception occurs in certain models with
multiple error terms, which are described next.

The (ERROR) and (E) modifiers behind aterm indicates that the term isto
be used as an error term for computing F tests. Note that multiple error
terms can be specified, asin Examples 5, 6, 8, and 10 above. If the highest
order interaction is not explicitly listed in the model, it’s automatically
added and is an error term. For instance, in Example 5, the results would be
exactly the same if the model had been specified as:

REP A REP*A(E) B A*B REP*A*B(E)

When multiple error terms are specified, an F test for a main effect or
interaction is based on the lowest order error term that includes the main
effect or interaction being tested. Thelines of an analysis of variance table
are organized so that an error term appears directly below the group of
terms that use it for the F tests. See the sections for the split-plot design and
repeated measures design in this chapter for examples of analysis of
variance tables for models with multiple error terms.

Occasionally, there will be error terms of equal order that contain the term
for which atest is desired. For example, consider the model:

X1 X2 X1+X2(ERROR) X3 X2*X3( ERROR) X1%X3 X1+X2+X3(ERROR)

The second order error terms X1 X2 and X2+X3 both contain X2. Which
term will be used to construct the F test for X2? Satistix scans the model
from left to right. When it encountersthe first factor (X1), it assignsit the
name“A”. The next factor encountered (X2) is assigned the name “B”, and
soon. Theerror terms X1+X2 and X2xX3 are represented as AB and BC,
respectively. To decide which term to use, Statistix always uses the one
with the lowest dictionary order, AB in this case.
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ALL Term
Specification

Data
Restrictions

Pooling of
Sums of
Squares

Example

256

The ALL modifier is provided to simplify model specifications when you
want all subset interactions. For example, the model

A ALL (B C D)

isequivalent to
ABCDB*CB*DCDBCD

Y ou can also use the ALL2 modifier to specify al terms up to and including
2-factor interaction terms. So the model statement

ALL2 (A B C

isequivalent to
A B C A*B A*C B*C

The modifiers ALL3, ALL4, and ALL5 are defined in a similar manner.

Y ou can specify up to ten dependent variables. Up to ten factors (control
and treatment variables) can be included in a model statement. The
maximum number of levels for each factor is 200. The factor variables can
be of any datatype. Real values are truncated to whole numbers and must
be no larger than 99,999. Strings are truncated to ten characters. Missing
values are allowed. For unbalanced designs and designs with covariates,
the maximum size of the GLM design matrix is500. (The size of the design
matrix is equivalent to the model degrees of freedom: total degrees of
freedom minus error degrees of freedom.)

Internally, the AOV isinitially treated asif it'safull factorial design; sums
of squares are computed for al possibleterms. Thenif atermisn’t
included in amodel, the sums of squares calculated for that term is pooled
in the lowest order interaction that contains that term as a subset. For
example, in the model A B C A xBxC, the sums of squaresfor A*B, A *C,
and B xC are pooled with the A* B* C sums of squares.

The example data are from atwo-factor factorial in arandomized block
design with two covariates (Steel and Torrie, 1980, p. 429). The object of
the experiment was to study how forage fed to guinea pigs from four types
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of soil at two levels of fertilization affected weight gain. Animals were
selected for blocks based on initial weight. Theinitial weights of each
subject were also used as a covariate for error control and to adjust the
means. The second covariate, forage consumed, is affected by the
treatments and isincluded to help interpret the data. The data are listed
below and are stored in the file Sample Data\forage.sx.

I NI TI ALWT CONSUMED WTGAI N BLK SOl L FERTI LI ZE
220 1155 224 1 1 1
222 1326 237 1 1 2
198 1092 118 1 2 1
205 1154 82 1 2 2
213 1573 242 1 3 1
188 1381 184 1 3 2
256 1532 241 1 4 1
202 1375 239 1 4 2
246 1423 289 2 1 1
268 1559 265 2 1 2
266 1703 191 2 2 1
236 1250 117 2 2 2
236 1730 270 2 3 1
259 1363 129 2 3 2
278 1220 185 2 4 1
216 1170 207 2 4 2
262 1576 280 3 1 1
314 1528 256 3 1 2
335 1546 115 3 2 1
268 1667 117 3 2 2
288 1593 198 3 3 1
300 1564 212 3 3 2
283 1232 185 3 4 1
225 1273 227 3 4 2

The analysisis specified on page 252. The results are shown below.

Anal ysi s of Variance Table for WIGAI N

Source DF SS MS F P
BLK 2 395. 4 197.7 0. 46 0.6408
SOl L 3 59216. 4 19738. 8 46.12 0. 0000
FERTI LI ZE 1 1850. 6 1850. 6 4.32 0. 0597
SOl L* FERTI LI ZE 3 1136.6 378.9 0.89 0.4764
I NI TI ALWT 1 1341.6 1341.6 3.13 0.1020
CONSUMED 1 10585.1 10585.1 24.73 0.0003
Error 12 5135.5 428. 0

Tot al 23

Note: SS are marginal (type Il1) sums of squares

Grand Mean 200. 42 Cv 10.32

Covariate Summary Table

Covariate Coefficient Std Error T P

I NI TI ALWT -0.49430 0.27918 -1.77 0.1020
CONSUMED 0.15837 0.03184 4.97 0.0003

The F tests are significant for both soil types and fertilizer level. Inan
analysis with covariates, the F tests test the adjusted means. For example,
the null hypothesis that the means for soil type, adjusted for initial weight
and forage consumed, are equal is rejected (p = 0.0000).
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Computation-
al Notes

The covariates INITIALWT and CONSUMED aso appear in the analysis
of variance table. The F tests for the covariates test the hypothesis that the
regression coefficients for the covariates are zero, given that all other
analysis of variance and covariance terms are in the model. Thet tests
listed in the covariate summary test the same hypothesis. Initial weight is
not significant, but nearly so (p = 0.1020). Foraged consumed is highly
significant (p = 0.0003). The negative coefficient for INITIALWT means
that guinea pigs with lower initial weights gained more weight than those
with higher initial weights. Weight gain increased with forage consumed.

Oliver's (1967) generalization of Yates agorithm (Daniel, 1976) is used
for balanced designs. An algorithm similar to Cooper’s (1968) is used to
generate orthogonal polynomials. Unbalanced designs are computed using
general linear models (Searle, 1987; Glantz and Slinker, 1990).

AOV Results Menu

258

After theinitial analysis of variance is completed and displayed, a Results
menu appears on the menu at the top of the Satistix window. Thismenuis
displayed below.

Besults
|v A0V Table

Means and 5td Ermors. ..

Multiple Comparisons L4
Contrasts...

Palynomial Contrasts...

Flotz 4

Save Residuals...

Options...

Thisresults menu is available for all the analysis of variance procedures
discussed in this chapter. Select AOV Table from the menu to redisplay the
initial AOV results. Select Optionsto return to the dialog box used to
specify the model. The remaining results options are described on the
following pages.
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Means and Standard Errors

Single-factor procedures, such as the Completely Randomized Design and
the Randomized Complete Block Design display atable of treatment
means along with the analysis of variance table. Select the M eans and
Standard Errors procedure from the results menu to compute least squares
means for the remaining procedures.

The dialog box list termsin the model available for computing means and
standard errors. Error termsaren’t listed. The dialog box for the guinea pig
forage exampl e discussed on page 256 is shown below.

General ADV/AOCY - Means and Standard Errors B 5'

Termsz in Model

Termz Selected for Means

BLE

FERTILIZE

’ | S0IL
SOIL*FERTILIZE

The main effect SOIL and the two-factor interaction SOIL*FERTILIZE
have been selected and moved to the Terms Selected for Means box. The
results are shown below.

Means of

Means of

WIGAI N for SOIL

Mean
259. 60
126.55
186. 16
229. 36

8
8
9
9

SE
. 5942
. 4855
. 3343
. 1457

WIGAI N for SOI L*FERTI LI ZE

SOl L FERTI LI ZE

1

AR WWNNE

NEFEPNRFPNRPENRP

SE

. 079
. 918
. 770
. 445
. 987
. 963
. 269
. 153

The means are least squares estimates based on the model, so they won't be
the same as the arithmetic means for unbalanced designs or designs with
covariates. The means for analyses with covariates, such asthose in this
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example, are adjusted for the covariates.

The standard error of amean is computed using the mean square for error
from the error term associated with it from the original AOV table. The
calculations for the standard errors incorporate the sample sizes and the
covariate means, which explains why the standard errors aren’t all the same
in this example. For balanced designs without covariates, the standard
errors are all the same, and the report format is different from the one
above.

The standard error for the difference of two meansisincluded in the report
for balanced designs without covariates.

Multiple Comparisons

You will often be interested in comparing means for different levels of a
main effect or interaction. Thisis the function of multiple comparisons
procedures. Multiple comparisons are divided into three categories: all-
pai rwise comparisons, comparisons with a control, and comparisons with
the best. Statistix offerstestsfor all three types of comparisons.

All-pairwise Multiple Comparisons

260

Two means are said to be similar, or homogeneous, if they’re not
significantly different from one another. This procedure identifies groups
(subsets) of similar, or homogeneous, means. Use of the procedureisfirst
illustrated with an example, and then some details of its application are
discussed.

WEe'll use the randomized complete block example from page 230, where
the treatment factor TRT was the type of fungicide applied to batches of
100 soybeans. TRT hasfive levels; thefirst is a no-fungicide control, and

Statistix User's Manual



the remaining four are different types of fungicide. The dependent variable
FAILURES s the number of beans out of 100 that failed to sprout.

All-pairwize Comparisons B x|
Terms in Model Terms Selected for Mean Comparnsons
BLE ’,l TRT
i Companson Method—
* Tukey HSD &lpha ID.DE i
" LSD
" Scheffe Beport Format——————— Cancel |
 Multiplicative Sidak {+ Homogeneous groups =
" Bonferrani " Triangular matrix oep |

First select the main effects and/or interactions for which you want
comparisons and move them to the Terms Selected for Mean Comparisons
box. Next select a comparison method by clicking on one of the five
Comparison Method radio buttons. Enter avalue for the rejection level in
the Alpha edit control. Select the report format (examples of both formats
are given below).

The example dialog box above is used to compute Tukey’s HSD
comparisons for treatments using 0.05 for the rejection level. Theresults
are shown below.

Tukey HSD All -Pairwi se Comparisons Test of FAILURES for TRT

TRT Mean Homogeneous Groups

Control 10.800 A

Fung #2 8.200 AB

Fung #3 6.600 AB

Fung #1 6.200 B

Fung #4 5.800 B

Al pha 0. 05 Standard Error for Conparison 1.4711
Critical Q value 4.333 Critical Value for Conparison 4.5072

Error term used: BLK*TRT, 16 DF
There are 2 groups (A and B) in which the means
are not significantly different from one another.

The second column of the results shows the means of FAILURES for the
levels of the factor TRT. The means have been sorted in descending order
so the largest oneislisted in the first row, the next to largest in the second
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row, and so on.

The columns of the letters A and B under the heading “Homogenous
Groups’ indicate which means are not significantly different from one
another. There are two columnsin the example since there are two groups
of similar or homogenous means. The first group contains the means for the
control and fungicides 2 and 3. The second group contains the means for
fungicides 1 and 4. Asyou seein thisexample, it's not unusual for the
groups to overlap, athough they need not. There are two pairs of means
that are different in this example. The mean for the control group isnotin
group B, and the means for fungicides 1 and 4 isnot in group A. So the
mean of the control are different than the means for fungicides 1 and 4.

Many people prefer the triangular matrix report format because it’s easier to
identify meansthat are significantly different. This report format for the
same data is shown below.

Tukey HSD All -Pairwi se Comparisons Test of FAILURES for TRT

TRT Mean Contr ol Fung #1 Fung #2 Fung #3

Control 10. 800

Fung #1 6.200 4.600*

Fung #2 8.200 2.600 2.000

Fung #3 6.600 4.200 0. 400 1.600

Fung #4 5.800 5.000% 0. 400 2.400 0.800

Al pha 0. 05 Standard Error for Conparison 1.4711
Critical Q value 4.333 Critical Value for Conparison 4.5072

Error term used: BLK*TRT, 16 DF

Thetreatment levels are listed along the top and down the | eft side of the
table. Thevaluesin the body of the table are differences between pairs of
means. The critical value for a comparison, 4.5072, is the minimum
difference between two means needed for significance. Pairsthat are
significantly different are flagged with an asterisk.

It's easy to use thisfigure to construct confidence intervals for the
differences of any two means. Suppose you were interested in 95%
confidence bounds around the difference of fungicides 2 and 4. Simple
subtract and add the critical value of the comparison from the difference:
2.400 + 4.5072 = -2.1072 t0 6.9072. Note that the confidence interval
contains zero, which is expected since difference was not significant.

It simportant you understand the difference between (1) the hypotheses
being tested by the overall F test for a main treatment effect in analysis of
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Methods

variance and (2) the hypotheses being tested by pairwise comparisons
procedures. A contrast is any linear combination of treatment means such
that the linear coefficients sum to zero (see Contrasts on page 269). A

pai rwise comparison of two meansis a special case of a contrast where the
contrast coefficients are 1 and -1 for the means being compared, and O for
all other means.

The overall Ftest for atreatment effect in AQV istesting the hypothesis
that all of the means areequal. Y ou can think of it asatest of whether all
possible contrasts are zero. If the overall Fis significant, it means that there
is some contrast that’s significant, but it doesn’t guarantee that any pairwise
comparison is particularly important. The set of pairwise comparisonsisa
small subset of the entire set of all possible contrasts. The F test hasto be a
conservative test because it must guard against type | errors (rejecting anull
hypothesis when it’ s true) over the entire set of all possible contrasts, not
just the smaller subset of pairwise comparisons. If you're interested only in
the set of pairwise comparisons, you can construct a more powerful test
than the overall F test over this restricted space.

If you're interested in a single comparison of two means, the most powerful
procedureisthe T test. For asingle such comparison, the probahility of
falsely rgjecting atrue null hypothesis (type | error) is whatever the signifi-
cancelevel of the T test is. Suppose that there are two comparisons of inte-
rest to you. Suppose you test each one at the level a withaT test. The pro-
bability of making atype | error in each comparison is a, so the probability
of making at least one type | error over both comparisons is greater than a.
Asthe number of comparisons grows, the probability of making at least
onetypel error growstoward 1. This probability of making at |east one
type | error for all comparisonsis called the experimentwise error rate, in
contrast to the comparisonwise error rate. The T test controls the
comparisonwise error rate at o but allows the experimentwise error rate to
increase as the number of comparisonsincreases. Experimentwise error
rate refers to the maximum experimentwise error rate under a complete or
partial null hypothesis. Under a complete null hypothesis, all the
population means are equal; under a partial null hypothesis, only some of
the population means are equal .

If there are P means, there are m = P(P-1)/2 pairwise comparisons, so the
number of comparisons grows rapidly as the number of meansincreases.
Some control over the experimentwise error rate is desirable. Numerous
methods have been proposed for this, and there is some disagreement as to
the best procedures. The following discussion describes the procedures
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avalablein Satistix.

First, some terminology: Suppose M, and M, are two means. The compari-
son between means | and j isL; = M, - M,. For acomplete, balanced AOV,
the standard error of L is SE(L;) = (2xMSE/n)*, where MSE is the mean
square for error and n isthe number of samples present at alevel of the
factor of interest. For the comparison L to be significant, its absolute value
must exceed some critical value C, where C depends on the method of
comparison being used. Confidence intervals for a comparison are
computedasL;; + C.

The most powerful (least conservative) comparison procedureisthe LSD,
or Least Significant Difference method. The critical value for a comparison
isSE(L;) T, where T is Student’ st-statistic for the degrees of freedom
associated with MSE. This method is aso called the T method. LSD
controls the comparisonwise error rate at o but allows the experimentwise
error rate to increase as the number of comparisonsincreases. Some
advocate using this method only if the overall F test is significant, leading
to what has sometimes been called the PSD, or Protected Significant
Difference. Contrary to what has sometimes been claimed, the PSD method
does not control the experimentwise error rate if there are more than three
levelsfor the factor of interest.

Aswe noted earlier, the overall F test istesting a much broader range of
hypotheses than a multiple comparison test and so it must be more conser-
vative. If the set of pairwise comparisons are of primary interest, then the
so-called protected approach (proceeding only if the overall F is significant)
can be refuted to some extent regardless of the comparison method because
the F test sacrifices power to test hypotheses that are not of direct interest.
However, such cases are probably exceptions rather than therule.

Y ou should use the LSD method if there are afew preplanned comparisons
that are of primary interest. However, inspecting the means for large
differences before deciding which comparisons to make invalidates its use.
The LSD procedure is the most powerful pairwise comparison procedure,
but it will generally have the highest experimentwise error rate. We
mentioned earlier that the LSD approach controls the comparisonwise error
rate at . If you usethe LSD method and report significant comparisons,
you should be prepared to justify why you didn’t find it necessary to control
the experimentwise error rate.

The LSD procedure can be modified to prevent the experimentwise error
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from growing as the number of comparisonsincreases. The general ideais
to make it more difficult to reject as the number of comparisonsincreases,
which can be done by increasing the critical value of T as the number of
comparisonsincreases. Suppose T(p) isthe T value corresponding to a two-
tailed significance level of p for Student’st. For the LSD procedure, pis
the constant a. To control the experimentwise error rate, p should be some
decreasing function of m, where mis the number of comparisons. Two
common methods for this are Bonferroni’sand Sidak’s. Bonferroni’s—
probably the more popular of the two—uses the function p = a/m, and
Sidak’s uses the function p=1- (1 - a)*™. Using either of these methods
resultsin an experimentwise error rate of lessthan a. The problem with
these proceduresis they rapidly grow conservative as m increases; in effect,
the experimentwise error rate is reduced too much and real differences do
not get detected (test power islost). Bonferroni’sis generally more
conservative than Sidak’s. Because of rapidly decreasing power, these
procedures are not recommended for general use athough they can be
useful when the number of means, and hence the number of comparisons, is
small.

Tukey’s method is the most useful pairwise comparison procedure Statistix
performs. It controls the experimentwise error rate, yet still retains good
power. It'sbased on the Studentized range statistic. Suppose there are P
means for the factor of interest, with X ,, being the smallest and X ;,, being
the largest. The standard error of amean is (MSE/n)*, where MSE isthe
mean square for error and n isthe number of sampleswithin each level. (In
terms of SE(L;), which is displayed by Satistix, the standard error of a
mean is SE(Lij)/(2"?).) Under the usual assumptions, the statistic (X ;,-X z))
/ (MSE/n)* then has a Studentized range distribution if there are no differ-
ences between the population means. The critical value for acomparison L;;
is C = (MSE/n)”* Q(P,DF), where Q(P,DF) is the Studentized range value for
P means and DF degrees of freedom (degrees of freedom associated with
MSE) at the desired rejection level a. Tukey’s procedure may find signifi-
cant comparisons even if the overall F test is not significant because
Tukey’stest restrictsitself to the pairwise comparison subset of contrast
space. Thisis mentioned because it helpsin deciding whether to use
Tukey’s procedure or Scheffe’'s procedure.

Basically, Scheffe' s procedure treats pairwise comparisons as “just another
contrast”. Suppose you' ve just observed asignificant overall F. Clearly
you'd be interested in investigating the pattern(s) among the means that
produced this result. In this context, pairwise comparisons are just one of
any number of contrasts that may interest you; you are interested in general
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“data-snooping”. Scheffe’s procedure controls the experimentwise error
rate, but here the “experiment” is not just the m = P(P-1)/2 comparisons but
all possible contrasts. The price you pay for such general protection is that
Scheffe' s procedure is more conservative than Tukey's; it will not detect
some differences between means that Tukey’swill. If the overall F test was
not significant, Scheffe's comparisons will never be significant either. The
critical value for Scheffe’sis C = SE(L;) [(P-1) F(P-1, DF)]*, where F(P-1,
DF) isthe appropriate F value.

Two comparison procedures that are very popular in the natural sciences
and other areas are Duncan’s New method and the Student-Newman-
Keuls, or SNK, method. These procedures are not recommended and
Satistix doesn’t compute them. Duncan’s New method controls the
comparisonwise error rate at o and generally gives results similar to the
LSD procedure. The SNK procedure doesn’t control the experimentwise
error rate under a partial null hypothesis and cannot be recommended (Einot
and Gabriel 1975). There are anumber of procedures more powerful than
Tukey’sthat still control the experimentwise error rate (Ryan 1960, Einot
and Gabriel 1975, Welsch 1977, Begun and Gabriel 1981). Like Duncan’s
New and SNK, these procedures are multiple-stage tests, which meansthe
critical value doesn’t remain constant for all comparisons but rather varies
as the homogenous subsets are constructed. The disadvantages of such
multiple-stage procedures are that they’ re more complex to explain and
compute and, in particular, do not permit the construction of confidence
intervals, which is often useful when you present your results.

The basis for deciding which procedure to use is somewhat subjective and
philosophical. Hsu (1996) recommends Tukey’s method (also called the
Tukey-Krammer method when used for unbalanced data) for preplanned all-
pai rwise comparisons.

Statistix computes quantiles for Student’ s t distribution using a procedure
patterned after Hill (1970). Quantilesfor the F distribution are found by
finding the inverse of the corresponding beta distribution using Newton’s
method. The algorithm used to perform thisis similar to Majumder and
Bhattacharjee’ s (1973), although a different procedure, described in
Probability Functions (Chapter 12), is used to compute the cumulative
distribution function of the beta distribution. The quantiles for the
Studentized range distribution are computed with a procedure patterned
after Lund and Lund (1983).
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Multiple Comparisons with a Control

This procedure makes use of Dunnett’ s test for comparing all treatment
means with the mean of acontrol. Thistest is more powerful than using
Tukey's all-pairwise test because there are fewer comparisons.

Multiple Compansons with a Control x|
Temz in Madel Term Selected for Mean Comparisons
BLE | TRT
TRT } I
Control Level
|1—
Cancel |
Alpha
D 05 Help |

t* Mot equal to Contral
' Less than Contral
= Greater than Control

|'.~'-\Itemate Hypothesis—

WEe'll use the randomized complete block example from page 230, where
the treatment factor TRT was the type of fungicide applied to batches of
100 soybeans. TRT hasfive levels; thefirst is a no-fungicide control, and
the remaining four are different types of fungicide. The dependent variable
FAILURES is the number of beans out of 100 that failed to sprout.

First select the main effect or interaction for which you want comparisons
and move it to the Term Selected for Mean Comparisons box. Next enter
the value of the level that identifies the control treatment. If you’re testing
an interaction term, enter one value for each factor in the term, separated by
commas. Enter avalue for the rejection level in the Alpha edit control.
Select an Alternate Hypothesis. Select “not equal to the control” to
perform the two-sided test.

Theresults for the analysis specified in the example dialog box above are
shown on the next page.

The table displays the difference between the control mean and the
remaining means. Means significantly different from the control mean
(differences significantly different from zero) are flagged with an asterisk.
95% simultaneous confidence interval of the mean differences are also
displayed.
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Two- sided Dunnett's Multiple Comparisons with a Control of FAILURES
Control: TRT=Control

Si mul taneous 95% confi dence intervals of treatment mean - control mean
Lower Upper

TRT Mean Bound Difference Bound

Control 10. 800

Fung #1 6. 200 -8.584 -4.600* -0.616

Fung #2 8.200 -6.584 -2.600 1.384

Fung #3 6.600 -8.184 -4.200* -0.216

Fung #4 5.800 -8.984 -5.000* -1.016

Al pha 0. 05 Standard Error for Conmparison 1.4711

Critical D Value 2.708 Critical Value for Conparison 3.9839

Error term used: BLK*TRT, 16 DF

See Hsu (1996) for computational details.

Multiple Comparisons with the Best

268

This procedure makes use of Hsu' stest for multiple comparisons with the
best (Hsu, 1996). It's useful when you’' re most interested in identifying
those treatments that may provide the best result. Thistest is more
powerful than using Tukey’s all-pairwise test because there are fewer
comparisons.

Multiple Compansons with the Best El
Terms in Model Terms Selected for Mean Comparisons
BLE ’ | TRT
Alpha

IEI.EIE
BestMean—— Cancel
" Largest Yalue
& Smallest Yalue Help

First select the main effect or interaction for which you want comparisons
and move it to the Terms Selected for Mean Comparisons box. Enter a
value for the rejection level in the Alpha edit control. Select avalue for
what constitutes the Best Mean: the one with the largest value, or the one

==
_ e |
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with the smallest value.

WEe'll use the randomized complete block example from page 230, where
the treatment factor TRT was the type of fungicide applied to batches of
100 soybeans. The dependent variable FAILURES is the number of beans
out of 100 that failed to sprout. The results for the analysis specified in the
dialog box one the preceding page are shown below.

Hsu's Multiple Comparisons with the Best of FAILURES for TRT

Si mul taneous 95% confidence intervals of mean - smallest of other means
Lower Upper

TRT Mean Bound Difference Bound

Control 10.800 0. 000 5.000* 8. 447

Fung #1 6.200 -3.047 0. 400 3.847

Fung #2 8.200 -1.047 2.400 5.847

Fung #3 6.600 -2.647 0. 800 4.247

Fung #4 5.800 -3.847 -0.400 3.047

Al pha 0. 05 Standard Error for Comparison 1.4711

Critical D Value 2.343 Critical Value for Conparison 3.4468

Error term used: BLK*TRT, 16 DF

Thetable displays the difference between each mean and the best (lowest in
this example) of the remaining means. Means significantly different from
the best mean are flagged with an asterisk. 95% simultaneous confidence
interval of the differences from the best are also displayed.

See Hsu (1996) for computationa details.

Contrasts

This powerful option computes any linear contrast for any effect or
interaction. Linear contrasts are linear combinations of the means for any
effect or interaction, and they’ re valuable for examining the “fine structure”
of the data after the overall F test indicates that the effect or interaction is
significant.

Suppose, in the randomized block example on page 230, you're interested in

whether the mean for the control (no fungicide) is different from the mean
of the four treatments (fungicides applied). To make this comparison, you
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enter “4-1-1-1-1" for the contrast coefficients.

General ADV/ADCY - Contrasts - x|
Termnz in Maodel LContrazt Term

BLE. TRT
TRT Ll I

Factors "By"' W ariable [Optional]
Cancel |
BLE { | ’ | I
TRT
Help |

Contrast Coefficients

EEEE

#2 |

#3 |

#4 |

#5 |

To specify the general contrast, first select the main effect or interaction for
which you want to construct contrasts and move it to the Contrast Term
box—TRT in our example.

Y ou can specify up to five contrasts at once. The coefficients entered must
sum to O, but their absolute values don’'t matter. The coefficients can be
entered asinteger or real values. The ordering of the coefficientsis
determined by the values used to represent the levels of the factors. In our
example, the no-fungicide control is represented in the variable TRT as 1,
the four fungicides are represented as 2, 3, 4, and 5. Thelist of coefficients
“4-1-1-1-1" can be abbreviated using arepeat factor: 4 4(-1). When
entering coefficients for an interaction term, you enter them in the order
with rightmost subscripts changing fastest (in the same order that means are
listed using the M ean and Standard Errors procedure).

Theresults are for the example specified above are presented on the next
page.
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By Variable

AOV Contrasts of FAILURES by TRT Fungicide treatments

Contrast Coefficients: 4 -1 -1 -1 -1

Contrast 16. 400 SS (Contrast) 67.240
Scheffe's F 3.11 P (Scheffe's F) 0.0453
T-Statistic 3.53 P (T-Statistic) 0.0028
SE (Contrast) 4.6519

Error term used: BLK*TRT, 16 DF
Scheffe’' s F method of significance testing for arbitrary simultaneous
contrastsis used to test the hypothesis that the contrast is zero. The contrast
in the above example is seen to be significant at the 5% level (p = 0.0453).
Scheffe' s procedure is appropriate for any number of a posteriori contrasts,
which meansit can be used to test hypotheses that arise after the data are
collected and inspected. It protects you from making too many type | errors
(rejecting a correct null hypothesis) during such “data-snooping”. Inthe
example output on the preceding page, the sum of squares due to contrast is
computed in the usual way, asillustrated in Sections 12.7 and 12.8 of
Snedecor and Cochran (1980). The computational methods used are
discussed in Section 6.4 of Scheffe (1959).

The statistic Scheffe’'s F is computed as SSC/(DF M SE), which is
equivalent to L?/(DF+SE(L)?), where SSC is the sum of squares due to the
contrast, M SE is the mean square for error, L isthe value of the contrast,
SE(L) isthe standard error of the contrast, and DF is the degrees of freedom
associated with the contrast. The same error term is used as would be used
for the F test in the original AOV table. Scheffe’s F will not be computed
for contrasts of interaction termsin models that have multiple error terms;
neither will it be computed for terms used as error termsin the model.

In addition to Scheffe’s F method, Student’ st test is performed. Student’st
test is appropriate for apriori tests (contrasts that had been planned before
the data were inspected). Student’st test doesn’t control the experiment-
wise error rate, as we discussed in the comparisons of means section (page
263). Student’st-statistic is computed as L/SE(L).

It's possible to compute contrasts for aterm in the model, but at each level
of another factor in the model. Using the guinea pig forage example from
page 256, we' [l compute a contrast for comparing soil types 1 and 2, at each
level for the factor FERTILIZE (1 = not fertilized, 2 = fertilized). Thisis
specified in the dialog box on the next page.
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General ADV/ADCY - Contrasts E x|

Termnz in Maodel LContrazt Term
BLE | SOl
S0oIL ’ I
FERTILIZE

SOIL*FERTILIZE

Factors "By"' " ariable [Optional]

S o

Contrast Coefficients

Cancel |
Help |

n1|1-1nn

#2 |

#3 |

#4 |

#5 |

The results are presented below.

AOV Contrasts of WIGAIN by SOl L for FERTILIZE
Contrast Coefficients: 1 -1 0 0

FOR FERTILIZE = 1

Contrast 121.17 SS (Contrast)
Scheffe's F 17. 15 P (Scheffe's F)
T-Statistic 7.17 P (T-Statistic)
SE (Contrast) 16. 894

FOR FERTI LI ZE = 2

Contrast 144.93 SS (Contrast)
Scheffe's F 24.53 P (Scheffe's F)
T-Statistic 8.58 P (T-Statistic)
SE (Contrast) 16. 896

Error term used: BLK*SOIL*FERTILIZE, 12 DF

22024
0.0001
0. 0000

31508
0.0000
0.0000

The contrast for the FERTILIZE=1 test is computed using the means for the
SOIL* FERTILIZE interaction, but only using the means for the not
fertilized cells. The contrast for the FERTILIZE=2 test is computed using

only the means for the fertilized cells.
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Polynomial Contrasts

This option computes the polynomial decomposition of the sums of squares
for any main effect. Thisisvery useful for determining the existence and
nature of trends in the treatment level means.

Spht-Plot A0V - Polynomial Contrasts

Main Effects Contrast Tem
BLE. 3 | [DaTE T
DATE

Degree

e

Cahcel

Help |

x|

In the split-plot example on page 242, we're interested in examining the

trends of yield TONS as afunction of cutting date DATE. In the dialog box
above, we' ve entered DATE for the Contrast Term and entered avaue of 3

for Degree.

By specifying polynomials up to degree 3 be computed, we will get sums of

squares for linear (degree 1), quadratic (degree 2), and cubic (degree 3)

trends dueto DATE. Theresults are shown below.

Pol ynomi al Contrasts of TONS by DATE Date of harvest

Degree = 1, Linear Trend
Contrast 0.3073
Scheffe's F 20. 27
T-Statistic 7.80
SE (Contrast) 0.0394

Degree = 2, Quadradic Trend

Contrast -0.1200
Scheffe's F 3.09
T-Statistic -3.05
SE (Contrast) 0.0394

Degree = 3, Cubic Trend

Contrast 0.0123
Scheffe's F 0.03
T-Statistic 0.31
SE (Contrast) 0.0394

SS (Contrast)
P (Scheffe's F)
P (T-Statistic)

SS (Contrast)
P (Scheffe's F)
P (T-Statistic)

SS (Contrast)
P (Scheffe's F)
P (T-Statistic)

Error term used: BLK*VAR*DATE, 45 DF

1.7003
0. 0000
0. 0000

0.2594
0.0363
0.0039

2. 72E-03
0.9920
0. 7565

Strong support exists for alinear trend with DATE (p = 0.0000) in the
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example. The positive value for the contrast (0.3073) indicates that TONS
increase with increasing DATE. There also appears to be some evidence of
aquadratic trend in addition to the linear trend. Perhaps this indicates that a
date before November 10 should have been used as the end of the effective
growing season. For example, if you use October 15 instead (DATE = 80
instead of 106), the linear trend is stronger and the quadratic trend

disappears.

Remember that the actual spacings of the treatment levels are used to
compute polynomial contrasts. Because cal culating unequally spaced
polynomials can be quite tedious, researchers commonly ignore the unequal
spacing of levels and treat them as equally spaced, even though this can
result in substantial errors. As the example shows, the choice of level
spacings can have considerable influence on the results. Because of the
ease with which this option can handle unequal spacings, thereislittle
excuse for not using them.

Plots

274

The Plots submenu offers an option to plot means for main effects and two-
factor interactions, and two plots for examining the residuals.

The Normal Probability Plot plots the residuals against the rankits. Plots
for normal dataform astraight line. The Shapiro-Wilk statistic for
normality is also reported on the plot. See Chapter 9 for details.

The Resids By Fitted Values plot is useful for examining whether the
variances are equal among the groups. |f the order of the groupsis
meaningful, then systematic departures from equality can be seen in the
plot.

We'll illustrate the M eans Plot using the two-factor repeated measures
example discussed on page 250. We're interested in looking at how al cohol
affects the aggressiveness of people with and without antisocial personality
disorder (ASP).
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Repeated Measures ADY - Means Plot ]
Factors Means Factor
SUBJECT 4 | > | |DFHNK
Cahcel |
"By"' Factor [Optional)

e beb |

Plot Type———
" Bar
' Line

rdwis [Optionall—
Lowe I—
High [
Step I—

A mean plot plots the dependent variable along the Y axis. The factor you
specify in the Means Factor box is plotted along the X axis. If you specify
a By Factor, one line-plot of means are plotted for each level of the factor
specified. The Means Factor islimited to 30 levels. The By Factor is
limited to 6 levels.

Next select the Plot Type, either bar chart or line chart. The bar chart uses
vertical barsto represent the means. The line chart uses circles to mark the
means, and the circles are connected sequentially with lines.

Y ou can enter Low, High, and Step values to control the'Y axisscale. You
can use this feature to create a meaningful interval width and interval
boundaries.

The means plot for the alcohol example specified above is shown on the
next page.

Recall that the F test for the P_TY PE*DRINK interaction was significant.
The means plot shows that while aggressiveness increases for both
personality types while drinking alcohol, the increase is more dramatic for
the subjects diagnosed with ASP.
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Means of AGGRESS for P_TYPE*DRINK

1.30
i
= 21 P_TYPE
@
=
o o Mon-ASP
i
o 1z O ASP
<L

1.03

Sober Drinking
Drinking Status

If you specified more than one dependent variable for your analysis of
variance, you view aplot for one dependent variable at atime. Arrows
appear on the toolbar, as shown below.

EEES L BE )

Press the right-arrow button on the toolbar to display the plot for the next
dependent variable. Press the left-arrow button to display the plot for the
previous dependent variable.

The Titles procedure on the Plots menu is used to changes the titles of the

plot displayed. The Graph Preferences procedure is used to change details
of the plot, such asfont and symbol type. See Chapter 1 for details.
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Save Residuals

Select Save Residual s to compute the residuals, fitted values, or adjusted
datafor aparticular model and store them for later examination. An
example dialog box is shown below.

Save Residuals - x|

Fitted % alues \ ariable

Beziduals Vanable

= Cancel |
RES -

Adjusted D ata 'V ariable Help |

Y ou can type in the names of new variablesin the spaces provided, or you
can click on the down arrow to select the name of an existing variable from
adrop down list.

Theresiduals are used to evaluate how well amodel fitsthe data. A
residual is defined as the difference between the actual observed response
and that predicted by the fitted model. Residuals can help detect bad values
(outliers) and can also help suggest more appropriate models or
transformations to apply. Consult Daniel (1976) for more detail.

The Adjusted Data Variable option is only available when you included
covariates in the model using the General AOV/AOCYV procedure. The
adjusted data are the dependent variable data adjusted for the values for the
covariates on a case by case basis.

If you specified more than one dependent variable for your analysis of

variance, you can only save the residuals for the first dependent variable
listed.
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Association Tests

| Staistcs |

Summary Statishics L4

One, Two, Multi-Sample Testz  *

Linear Models 4

i tion Tests 4 M ulbinomial Test...

Bandomness/Momality Tests  # Chi-Square Test...

Time Sernes L4 Kolmogorow-Smimoy Test...

Guality Cantrol 4 MeMemar's Symmetmy Test

Survival Analyziz 4 Twao by Two Tables...

Probability Functions... Log-Linear Models...
Correlations [Pearson)...
Partial Correlations. ..
Spearman Rank Correlations. ..

Satistix offers many association tests that can be used to examine the
similarity or association among two or more variables.

The Multinomial Test is agoodness-of-test that tests how well frequencies
of mutually exclusive categories fit a hypothesized distribution.

The Chi-Square Test computes the traditional chi-square goodness-of -fit

test for two-way tables. Two hypotheses can be examined with thistest: the
hypothesis of independence, and the hypothesis of homogeneity.
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The Kolmogor ov-Smirnov Test is useful for comparing the similarity of
the distributions of samples from two populations. If thereisan intrinsic
ordering to the categories, the Kolmogorov-Smirnov test is usually better
than the chi-square test because it can exploit the information in the
ordering while the chi-sguare analysis cannot.

The McNemar’s Symmetry Test is a goodness-of-fit test that’s often
useful for measuring change. It's used to analyze square contingency
tables; often the rows represent classifications before some event, while the
columns represent the same classes after some event. Individuals may bein
one class before the event but in another class after the event. However, if
the table is symmetric about the diagonal from the upper left to the lower
right, there will be no net shift in the row and column proportions before
and after. McNemar’stest examines whether the tableisin fact symmetric.

The Two by Two Tables procedure computes a variety of tests of associa-
tion for two by two contingency tables. A typical example of atwo by two
table is where a number of individuals are cross-classified by two
dichotomous variables, such as treated-not treated and survived-died. The
testsinclude Fisher’s exact test, Pearson chi-square, 1og odds ratio, and
others, along with standard errors.

The Log-Linear Models procedure is a powerful tool for analyzing discrete
multidimensional categorical data. Log-linear models are the discrete data
analogsto analysis of variance. If aset of discrete data has more than two
classifying variables, you may be tempted to analyze such data as a series of
two-way tables with traditional chi-squaretests. However, the danger of
such an approach is that collapsing the data over some categorical variables
results in these variables becoming confounded with the remaining two
categorical variables. Log-linear models allows all dimensions of
multidimensional contingency tablesto be treated simultaneously and so
avoids such potential confounding.

The Correlations procedure measures the degree of linear association
between two variables. The Partial Correlations procedure allows you to
examine the degree of linear association between two variables after the
effect of other variables have been “adjusted out”. These procedures also
appear on the Linear Models menu and are discussed in Chapter 6.

The Spearman Rank Correlations procedure produces nonparametric

correlation coefficients that are suitable for examining the degree of
association when the samples violate the assumption of bivariate normality.
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Multinomial Test

Specification

Example

The Multinomial Test is agoodness-of-test that tests how well frequencies
of mutually exclusive categories fit a hypothesized distribution. For
example, it can be used to test whether or not a sample of 100 rolls of adie
support the hypothesis that each number is equally likely to berolled. The
large-sampl e chi-square approximation is used for this test.

Multinomial Test E3
Wariablez Hypothesized
TrFE Froportions Warnable
‘ | ’ | IEKF‘EETED
Cancel |

Obzerved
Frequencies Variable Help |

ﬂ Ll [OBSERVED

Thetest requires two variables. The Hypothesized Proportions Variable
contains the list of hypothesized proportions. The values can be entered as
proportions that sum to 1, or on any arbitrary scale such that the relative
values represent the hypothesi zed proportions. The Observed Fregquencies
Variable contains the corresponding list of observed frequencies.

In crosses between two types of maize, four distinct types of plants were
found in the second generation (Snedecor and Cochran, 1980): green,
golden, green-striped, and golden-green-striped. According to asimple type
of Mendelian inheritance, the probahilities of obtaining these four types of
plants are 9/16, 3/16, 3/16, and 1/16. The frequencies tabulated for a
sample of 1301 plants, and the expected ratios, are listed below.

TYPE OBSERVED EXPECTED
green 773 9
gol den 231 3
green-striped 238 3
gol den-green-striped 59 1

The analysisis specified using the dialog box above. The results appear on
the next page.
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Mul tinom al Test

Hypot hesi zed Proportions Variable: EXPECTED

Observed Frequencies Variable: OBSERVED
Hypot hesi zed Observed Expect ed Chi - Square

Category Proportion Frequency Frequency Contribution

1 0.56250 773 731.81 2.32

2 0.18750 231 243. 94 0.69

3 0.18750 238 243. 94 0.14

4 0.06250 59 81.31 6.12
Overal |l Chi-Square 9.27
P-val ue 0.0259
Degrees of Freedom 3

The p-value for the overall chi-squaretest is 0.0259, so we reject the null
hypothesis that the 9:3:3:1 ratio is correct. We see from the chi-square
contribution column that category 4 gives the largest contribution to chi-
square. The original researcher noted that the golden-green-striped plants
were not vigorous due to their chlorophyll abnormality.

Chi-Square Test

Specification

282

The Chi-Square Test procedure is used to analyze two-dimensional tables
of discrete data. Two hypotheses can be examined; the hypothesis of
independence examines whether the row-classifying variable acts
independently of the column-classifying variable, and the hypothesis of
homogeneity tests whether the relative frequency distributions for each of
the rows or columns are the same. The appropriate hypothesis choice
depends on how the sampling was performed. The calculations involved
areidentica for the two tests.

The analysis can be specified in two ways, depending on how you choose to
enter the data. If you enter the datain columns using two categorical
variables to identify the rows and columns, select the Categorical method
and identify the two classifying variables and, optionally, a dependent
variable containing counts. Y ou can also enter the datain as atwo-
dimensional table, with variables identifying the columns and cases
identifying the rows. Thisis called the Table method.
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Data
Restrictions

Example

Chi-5quare Test E3

Yaniables Countz Vanable
P | N | [COUNTS Help |
Biow ' ariable
il Ll ILEFT

Colurnn Y ariable

TS

Table Yariables

4>
W Dizplay Grid

Select either the Categorical or the Table method that fits the way your data
have been entered. Using the Categorical method, select the classifying
variable that identifies the rows of the contingency table and move it to the
Row Variable box. Select the variable that identifies the columns and move
it to the Column Variable box. If each case represents one observation,
don't select a Counts Variable. If the data are summarized, select the
variable that contains the counts for each case.

Using the Table method, select the variables that will represent the columns
of the contingency table and move them to the Table Variables box.

No more than 500 row categories and 500 column categories are allowed.
Missing values are not permitted. The count data must be nonnegative
integer values.

We use the data from Table 8.2-1 in Bishop, Fienberg, and Holland (1975)
for our example. The data are the results of vision tests for 7,477 women.
Thevariables LEFT and RIGHT are the scores for the left and right eyes,
respectively. Each eyewasassigned ascore 1, 2, 3, or 4. The counts that
fall in each of the cells of the contingency table are in the variable
COUNTS. The data are presented on the next page, an are stored in thefile
Sample Datalvision.sx
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CASE COUNTS LEFT RI GHT
1 1520 1 1
2 234 1 2
3 117 1 3
4 36 1 4
5 266 2 1
6 1512 2 2
7 362 2 3
8 82 2 4
9 124 3 1

10 432 3 2
11 1772 3 3
12 179 3 4
13 66 4 1
14 78 4 2
15 205 4 3
16 492 4 4

The analysisis specified on the preceding page. The results are displayed
below.

Chi - Square Test for Heterogeneity or Independence
for COUNTS = LEFT RI GHT

RI GHT
LEFT 1 2 3 4
R I L R +
1 Observed | 1520 | 234 | 117 | 36 | 1907
Expected | 503.98 | 575.39 | 626.40 | 201.23 |
Cell Chi-Sq | 2048.32 | 202.55 | 414.25 | 135.67 |
R I L R +
2 Observed | 266 | 1512 | 362 | 82 | 2222
Expected | 587.22 | 670.43 | 729.87 | 234.47 |
Cell Chi-Sq | 175.72 | 1056.38 | 185.41 | 99.15 |
R I L R +
3 Observed | 124 | 432 | 1772 | 179 | 2507
Expected | 662.54 | 756.43 | 823.48 | 264.55 |
Cell Chi-Sq | 437.75 | 139.14 | 1092.53 | 27.66 |
R I L R +
4 Observed | 66 | 78 | 205 | 492 | 841
Expected | 222.26 | 253.75 | 276.25 | 88.75 |
Cell Chi-Sq | 109.86 | 121.73 | 18.38 | 1832.37 |
R I L R +
1976 2256 2456 789 7477
Overall Chi-Square 8096.88
P- Val ue 0.0000
Degrees of Freedom 9
Cases Included 16 M ssing Cases O

In each cell, the original observed value, the value expected under the
hypothesis of independence or homogeneity, and the cell contribution to the
overall chi-square are displayed. In this example, the hypothesis of
independence is appropriate. If either the row or the column totals had been
predetermined before the sample was taken, the hypothesis of homogeneity
would have been appropriate. The calculations are the same for either
hypothesis.

3In our example, the large differences between the expected values and the
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al Notes

observed values indicate that the model of independenceis not an
acceptable model for this data set (p-value = 0.0000). This seems quite
reasonable; one might reasonably expect the vision score for one eyeto
have a positive association with that for the other eye.

It's more convenient in some situations to store the column categories as
separate variables. For example, the data listed on the preceding page can
rearranged using the Table format.

CASE RI GHT1 RI GHT2 RI GHT3 RI GHT4
1 1520 234 117 36
2 266 1512 362 82
3 124 432 1772 179
4 66 78 205 492

ThevariablesRIGHT1, RIGHT2, RIGHT3, and RIGHT4 contain the data
for columns 1 through 4 of the table (right eye scores 1 through 4). Each
variable has four cases, and the order of the cases represent rows 1 through
4 of the table (left eye scores 1 through 4). The analysisfor these datais
specified by moving the four variablesto the Table Variables box.

The most common problem in applying the chi-square test is that it becomes
unreliable when numerous expected cell values are near zero. Snedecor and
Cochran (1980, p. 77) give the following general rules:
1) No expected values should be less than one.
2) Two expected values may be close to one if most of the other
expected values exceed five.
3) Classes with expectations less than one should be combined to meet
1) and 2).

If your contingency table is atwo by two table (two categoriesin both the
rows and columns), use the Two by Two Tables procedure (page 291).

Y ou should consult Snedecor and Cochran (sec. 10.11) for more detail on
thistest. Wedon't use the correction for continuity; we believe that the
arguments given by Fienberg (1980) for not using the correction are
compelling.
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Kolmogorov-Smirnov Test

Specification

Data
Restrictions

Example

286

The Kolmogor ov-Smirnov Test procedure examines whether two samples
have the same distribution. Y ou must order the categories within the
samples. Thetest, whichis also known as the Smirnov test, is sensitive to
any differences between the distributions, including differencesin means
and variances. It's generally preferable to a chi-square test because it
exploits the information in the ordering of the categories.

The sample counts for one distribution are in one variable, and the counts
for the other distribution are in a second variable. It's assumed that the
ordering of the cases in the two variables reflects the ordering of the
categories.

Kolmogorov-Smirnov Test |
Wariables Sample Y ariables

METHOD1
il LI IMETHIIID2

Cancel

Help

_ ter |

Select the names of the two variabl es containing the samples. The order of
the variables isn’t important, except that the signs of the resulting one-tailed
statistics are reversed.

The data must be nonnegative whole numbers and can’t exceed 99,999.
There must be at |east five cases.

The datafor our example are fabricated. Suppose you want to examine
whether students’ test scores are the same under two teaching methods. The
variables METHOD1 and METHOD2 represent the number of students
receiving a particular grade. There are 20 questions on the test, so there are
20 categories corresponding to the total number of possible scores. The
data are listed in the table on the next page.
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CASE METHOD1 METHOD2

1 1 7
2 0 5
3 0 7
4 1 5
5 1 6
6 0 8
7 6 6
8 12 7
9 18 7
10 30 4
11 24 5
12 20 7
13 21 8
14 8 9
15 2 5
16 1 5
17 0 6
18 0 7
19 0 5
20 1 7

The analysisis specified on the preceding page. Theresults are as follows:

Two Sampl e Kol mogorov-Smirnov (Smirnov) Test

1.0 | i ===
| ======
| + ===
| + —=====
| + ===
| - ===
| ===
| ======
| ======
| ===
| ===
| ======
| ===
| ======

0.0 |-rrmcmemmeemeeeaa
e e e m e e e e e e e e e e e e e e e e e e e e e e e eaaa
- METHOD1 === METHOD2

Sanmpl e size for METHOD1 146

Sanmpl e size for METHOD2 126

Hypot hesis : METHOD1 <> METHOD2

Two-tail ed Kol mgorov-Smirnov Statistic 0.29

P-Val ue (Sm rnov's Chi-Square Approx.) 0. 0000

Hypot hesis : METHOD1 < METHOD2

One-tailed Kol mgorov-Smirnov Statistic -0.29

P-Val ue (Sm rnov's Chi-Square Approx.) 0. 0000

Hypot hesis : METHOD1 > METHOD2

One-tailed Kol mgorov-Smirnov Statistic 0.27

P-Val ue (Sm rnov's Chi-Square Approx.) 0.0001

The graph at the top of the replort displays the sample cumulative
distribution functions. The Kolmaogorov-Smirnov two-sample test is based
on the maximum difference between the cumulative distribution functions.
The location of the greatest negative difference between the two curvesis
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shown by the column of “-”s. The greatest positive difference islocated at
the column of “+”s. The two-tailed test, which tests the hypothesis that the
two curves are different, is based on the difference with the greatest
absolute value, 0.29 in the example. The very small p-value indicates that
the distributions are indeed different. One-tailed tests are also computed to
test (1) whether the largest positive difference is greater than expected by
chanceif the two distributions are identical, and (2) whether the smallest
negative difference is smaller than expected. Note that in this example both
one-tailed tests are significant. The p-values are based on Smirnov’s (1939)
approximation using the chi-square distribution. P-values are computed
only if the sum of the observationsin the variables both exceed 15.

See Lehmann (1975) and Hollander and Wolfe (1973) for more detail.

McNemar’s Symmetry Test

Specification

288

The McNemar’s Symmetry Test procedure tests whether a square contin-
gency table is symmetric about the diagonal running from the upper left to
the lower right. It isactually ageneralized version of McNemar' s test
developed by Bowker (1948).

The analysis can be specified in two ways, depending on how you choose to
enter the data. If you enter the datain columns using two categorical
variables to identify the rows and columns, select the Categorical method
and identify the two classifying variables and, optionally, a dependent
variable containing counts. Y ou can also enter the datain as atwo-
dimensional table, with variables identifying the columns and cases
identifying the rows. Thisis called the Table method.

Select either the Categorical or the Table method that fits the way your data
have been entered. Using the Categorical method, select the classifying
variable that identifies the rows of the contingency table and move it to the
Row Variable box. Select the variable that identifies the columns and move
it to the Column Variable box. If each case represents one observation,
don’t select a Counts Variable. If the data are summarized, select the
variable that contains the counts for each case.
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McMemar's Symmetry Test E3

Yaniables Countz Vanable B
et Help
Al |

Biow ' ariable
Aol

Colurnn Y ariable

Al
4

Table Yariables

W Dizplay Grid

Using the Table method, select the variables that will represent the columns

of the contingency table and move them to the Table Variables box.

The contingency table must be square, i.e., the number of rows and columns
must be equal. No more than 500 row and column categories are allowed.

Missing values aren't permitted. The count data should be nonnegative

integer values.

We use the data from Table 8.2-1 in Bishop, Fienberg, and Holland (1975)
for our example. The data are the results of vision tests for 7,477 women.
Thevariables LEFT and RIGHT are the scores for the left and right eyes,

respectively. Each eyewasassigned ascore 1, 2, 3, or 4. The datawere

entered in the Table format (see the Chi-Squar e Test on page 282 for an

example of the Categorical method).

CASE RI GHT1 RI GHT2 Rl GHT3 RI GHT4
1 1520 234 117 36
2 266 1512 362 82
3 124 432 1772 179
4 66 78 205 492

The analysis of the vision test datais specified on the preceding page. The

results are presented below.
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McNemar's Symmetry Test

Vari abl e
Case Rl GHT1 RI GHT2 Rl GHT3 RI GHT4
B SR, B R B SR, B RS +
1 Observed | 1520 | 234 | 117 | 36 | 1907
Expected | 1520.00 | 250.00 | 120.50 | 51.00 |
Cell Chi-Sq | 0.00 | 1.02 | 0.10 | 4.41 |
B SR, B R B SR, B RS +
2 Observed | 266 | 1512 | 362 | 82 | 2222
Expected | 250.00 | 1512.00 | 397.00 | 80.00 |
Cell Chi-Sq | 1.02 | 0.00 | 3.09 | 0.05 |
B SR, B R B SR, B RS +
3 Observed | 124 | 432 | 1772 | 179 | 2507
Expected | 120.50 | 397.00 | 1772.00 | 192.00 |
Cell Chi-Sq | 0.10 | 3.09 | 0.00 | 0.88 |
B SR, B R B SR, B RS +
4 Observed | 66 | 78 | 205 | 492 | 841
Expected | 51.00 | 80.00 | 192.00 | 492.00 |
Cell Chi-Sq | 4.41 | 0.05 | 0.88 | 0.00 |
B SR, B R B SR, B RS +
1976 2256 2456 789 7477
Overal |l Chi-Square 19. 11
P- Val ue 0.0040
Degrees of Freedom 6

In each cell, the original observation, the value expected under the
hypothesis of symmetry, and the cell contribution to the overall chi-square
are displayed. Clearly, this model fits the data better than the model of
independence examined in Chi-Squar e Test, but there’ s still a significant
lack of fit (p-value = 0.0040). By examining the cell chi-squares, you'll see
that the left and right pairs on the diagonal running from the lower left to
the upper right are primarily responsible for the lack of symmetry.

The most common problem in the application of McNemar’ stest isthat it
becomes unreliable when numerous expected cell values are near zero. The
guidelines usually given for the chi-sgquare test for independence and
homogeneity are also applicable to McNemar’ stest. Snedecor and Cochran
(1980, p. 77) givethe following general rules:
1) No expected values should be less than one.
2) Two expected values may be close to one if most of the other
expected values exceed five.
3) Classes with expectations |ess than one should be combined to meet
1) and 2).

Consult Bishop, Fienberg, and Holland (1975) for more detail on this test
and example.
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Two By Two Tables

Specification

Data
Restrictions

Example

The Two By Two Tables procedure computes several measures and tests of
association for two by two contingency tables.

When the two by two tables procedure is selected, an empty two by two
table is displayed, with the cursor positioned in the upper left cell:

Two by Two Tables |

Cell Countz
11 3
g 10

Cahcel

e
Help |

Simply enter the number you want in each of the four cells, pressing Tab to
move forward to the next cell. Pressthe OK button to compute the analysis.

The cell values must be nonnegative integers. All row and column totals
must be greater than zero. Theindividual cell values can’'t exceed 99,999.

Suppose 30 people are selected at random and asked two questions. The
first question is whether they favor increasing the budget for space research,
and the second is whether they favor increasing the defense budget. The
responses are as follows:

Increase the space research budget?
Yes No

Yes 11 3
Increase the
def ense budget ?

No 6 10

The goa of the analysisis to examine whether the responses to the two
guestions arerelated. That is, if aperson favors increasing space research,
would he or she also favor increased defense spending? The results of the
analysis are shown on the next page.
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Two by Two Tabl es

Femm e Fem e +
| | |
| 11 | 3 | 14
| | |
Femm e Fem e +
| | |
| 6 | 10 | 16
| | |
Femm e Fem e +
17 13 30

Fi sher Exact Tests: Lower Tail 0.0279 Upper Tail 0.0051 Two Tailed 0.0329

Pear son's Chi-Square 5.13 Yule's Q 0.72
P (Pearson's) 0.0235 SE (Q 0.2009
Yates' Corrected Chi-Sq 3.59 SE (HO: Q = 0) 0.3693
P (Yates) 0.0580 Yule's Y 0.42
Log Odds Ratio 1.8101 SE (V) 0.1704
SE (LOR) 0.8312 SE (HO: Y = 0) 0.1846
SE (HO: LOR = 0) 0.7385 C Max 0.63
Odds Ratio 6.1111 Phi 0.41
Lower 95% CI for OR 1.1983 Phi  Max 0.82
Upper 95% CI for OR 31.164 Contingency Coeff 0.38

Descriptions of most of these measures can be found in Bishop et a. (1975)
and the BMDP-83 manual. Notice that where standard errors are reported
for ameasure, two types of standard errors are given—unrestricted and
restricted. The restricted standard error is appropriate for constructing
hypothesis tests that the measure equals zero. The unrestricted measure is
appropriate for constructing confidence intervals around the measure if the
hypothesis that the measure equals zero isrejected. Brown and Benedetti
(1977) should be consulted for more detail. Large sample theory can be
used to test whether a measure differs from zero. If the samplesare“large
enough”, the measures should be nearly normally distributed. Under the
null hypothesis, a measure divided by its restricted standard error should
haveaZ, or standard normal distribution. For example, to test whether the
log oddsratio is different from zero, we compute Z = 1.8101 / 0.7385 =
2.451. When we calculate the p-value for Z = 2.451 with the Z2TAIL
procedure (see Chapter 13 Probability Functions), we find that p = 0.014,
suggesting that the log likelihood ratio is different from zero. Approximate
95% confidence intervals around the log odds ratio would be constructed as
1.8101 + 1.96 * 0.8312 using the unrestricted standard error.

Theresults of this analysis suggest that thereis, in fact, arelationship
between the responses to the two questions.

Fisher’s exact test is displayed for total sample sizes of 500 or less. The
other statistics are only displayed for total sample sizes of 26 or greater.
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Computation- The procedure for determining the upper- and lower-tail probabilities for

al Notes Fisher’s exact test is described in Bradley (1968). Woolf’s method is used
to compute the confidence intervals for the odds ratio and is described in
Lee (1992, p. 286).

Log-Linear Models

The Log-Linear Modéels procedure fits a hierarchical log-linear model to
the datain amultidimensional contingency table and computes several
goodness-of-fit statistics. Y ou can also save the expected values and
residuals.

Specification Log-Linear Models |

Wariables LCounts Variable
DIAMETER 4 | > | ICDUNTS : =
HEIGHT Cancel |
SPECIES Starting Walusz [Opt)

Ay e

Log-Linear Model Statement
} | SPECIES*HEIGHT SPECIES*DIAMETER

Masimum Iterations
|25

Taolerance

=

The analysis requires a variable which contains the discrete count data.
Move the variable name containing this data to the Dependent Variable
box. Y ou can specify starting values for the estimated cell counts by moving
the name of the variable that contains the starting values to the Starting
Values box. Thisisn't necessary normally. Starting values are discussed in
detail on page 297.
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Log-linear model configurations are specified in a manner quite similar to
the traditional approach of Bishop, Fienberg, and Holland (1975) and
Fienberg (1980). Some examples are given below. The variables X1,

X2, ..., and XN represent the categorical variables by which the datain the
dependent variable are cross-classified. The Xi’s should be integers;
decimal values aretruncated. (Hint: the CAT function in Transforma-
tionsis often very useful for generating the classifying variables.)

Example 1: Two-way table. Model for complete independence.
X1 X2

Example 2: Three-way table. Conditional independence of X1 and X2
given X3.

X1 +X3 X2*X3

Example 3: Four-way table. Model includes a three-way interaction.
X1 X2+X3+X4

Variables within the same interaction term are separated by “ +”.
Interaction terms are set off from other interaction terms by spaces. The
order in which the terms are specified in the model doesn’t matter, and
neither does the order of variables within the interaction terms.

Log-Linear Modelsis based on a procedure called iterative proportional
fitting (IPF), which is described in the references mentioned above. Three
aspects of the IPF procedure can be controlled by the user: (1) starting
values for the estimated expected values, (2) maximum number of
iterations, and (3) estimated expected value convergence criterion, or
tolerance. Y ou should specify these only if you' re certain the defaults are
unacceptable. The defaults are appropriate for the majority of applications.
The details of changing the defaults follow.

The starting values for the estimated expected values default to 1.0 unless
they’re specified otherwise. Thisis appropriate for most log-linear analyses
(but see Specifying Starting Values on page 297). To override the default, a
variable containing the starting values must be supplied. These initial
values don’t need to be integers.

The IPF algorithm continues until one of two termination criteriais
satisfied. These criteriaare (1) the number of iterations and (2) the

maxi mum absolute difference in the cell estimates from one iteration to the
next, which is called the tolerance. The default value for the tolerance is
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0.01; if none of the absolute differences in the estimated expected cell
counts from one iteration to the next exceeds the tolerance value,
satisfactory convergence is assumed to have occurred. If the maximum
allowable number of iterationsis reached, it’s assumed that the procedure
didn’'t converge satisfactorily and no results will be given. The default for
the maximum allowable number of iterationsis 25.

Decreasing the size of the tolerance often increases the required number of
iterations. The default tolerance value will usually be satisfactory.

The maximum number of classifying variablesthat are allowed in one
model is seven. Within each classifying variable, the maximum number of
classes permitted is 500. The combinations of cross-classifications must be
unique and exhaustive. For example, suppose the model isY = X1 X2 and
that X1 hasfour classes (1, 2, 3, 4) associated with it and X2 has three
classes (1, 2, 3) associated with it. Thisrequiresatotal of 12 cases; the
only pairs of classes for X1, X2 that may appear are 1,1; 1,2; 1,3; 2,1; 2,2;
2,3;31; 3,2; 3,3;4,1; 4,2; and 4,3. If al possible cross-classifications are
not present or if some are duplicated, an error messageis given. No missing
values are allowed in the cell data.

The datain the multidimensional contingency table may have been
generated by either a Poisson, multinomial, or product multinomial
sampling scheme. Consult Bishop et al. (1975) for more detail. It's
assumed that the model to be fitted is hierarchical; all lower-order
interactions that are subsets within the specified configurations are always
included in the mode!.

The exampleisfrom Table 3-2 of Fienberg (1980). The variable COUNTS
contains the counts for two species of tree-dwelling lizards. The object of
the analysisis to examine how the height of a perch, the diameter of a
perch, and the species of lizard influence perch selection. The categorical
variable SPECIES indicates which species acount isfor. (SPECIES=1
and SPECIES = 2 for the two species, respectively.) There are two perch-
diameter classes recorded in the variable DIAMETER. Likewise, there are
two perch-height classesin HEIGHT. A variety of models could be fitted to
thisdata. Refer to Bishop et al. (1975) and Fienberg (1980) for strategies
for finding the “best” models.

Theresults for amodel of conditional independence are shown. That is,
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suppose it’s hypothesized that, given the species of alizard, the diameter of
the perch it selectsisindependent of the height of the perch. The model is
specified in the dialog box on page 293. The results are displayed below.

Log-linear Model Analysis on COUNTS

Configuration 1 SPECIES*HEI GHT
Configuration 2 SPECI ES*DI AMETER

Goodness-of-fit Summary Statistics

Statistic Chi - Sq DF P
Pear son 6.11 2 0.0471
Li kel i hood 4.88 2 0.0871
Freeman- Tukey 3.99 2 0.1360
Number of Near Zero Expected Cells 0
Number of Iterations Performed 2
Term nation Criterion Difference 0.10

The Pearson, likelihood ratio, and Freeman-Tukey goodness-of-fit statistics
are discussed in Bishop et al. (1975). Inthisexample, it’s difficult to
decide whether the model of conditional independence fits the data; the
Pearson chi-square would lead to the rejection of this model at the 5%
significance level, while the other two goodness-of-fit statistics would not.
In an actual analysis, it’s often desirable to ook at the results for all feasible
models.

The degrees of freedom are computed as the total number of cellsin the
multidimensional table minus the number of independent parameters that
were estimated. Thisis appropriate for a“complete” table that has no zero
marginals. (See Bishop et al. for the definition of complete tables.)
Incomplete tables or zero marginals will require special treatment. The
number of near zero cell estimates are displayed to indicate when the
degrees of freedom need to be adjusted.

Once you' ve specified the analysis and obtained the results, a Results menu
appears on the menu at the top of the main Satistix window. After you've
viewed the log-linear results, click on the Results menu to access the log-
linear results menu.

Besults
|w Coefficient Table

Save Readuals...

Options...
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Select Coefficient Table to redisplay the log-linear results table. Select
Options to return the log-linear dialog box used to specify the model. The
Save Residuals option is discussed below.

Save Residuals  The Save Residuals command is used to save residuals and expected values
as new variables. You can save standardized, maximum likelihood,
Freeman-Tukey, or raw residuals. Y ou save residuals by entering variable
names in the dialog box bel ow.

Log-Linear Models - Save Residuals | x|

Erpected alues I j

Freeman-Tukey Residuals Iﬁ e |
Mawirmum Likelihood Besiduals Iﬁ Help |
Baw Reziduals Iﬁ
Standardized Reziduals Im

Enter anew or existing variable name in the field next to the residual or
expected value you want to save. Y ou can press the down-arrow button
next to abox to display thelist of existing variables. You can select as
many options as you like. When you've entered all the names you want,
press the OK button.

Residuals are useful for diagnosing why amodel doesn't fit the data well,
which in turn may suggest models that will fit well. When the model is
correct, the Freeman-Tukey and standardized residuals are approximately
normally distributed with a mean of zero and avariance slightly less than
one.

Specifying Occasionally, it’ s useful to specify starting values for the estimated cell

Starting Values  counts. One such circumstance is when the cell counts follow a Poisson
distribution and the counts have been taken from different reference
populations. Haberman (1978) and Heisey (1985) give some examples of
such analyses; the starting values will often be non-integer values.

Heisey (1985) gives an example where the goal is to examine factors

affecting the preferences shown by white-tailed deer for different habitat
types. Frequent use of ahabitat may result from a preference for that
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habitat or from that habitat just being common, so it’ s desirable to adjust for
the areas of habitats available to the animals. In Heisey’s study, the
categorical variable indicating the habitat type was called HABITAT and
the areas of the different habitats in the study area were called AREA. The
categorical variables (“factors’) were DEER and TIME—the animal under
observation and the time of day, respectively. The number of times a deer
was found in a particul ar habitat was USE. The best model was found to
be:

Log-Linear Models |
Varniables LCounts Wariable
DEER | | ILISE : =
HABITAT ‘ } Cancel |
TIME Starting Walues [Opt)

ﬂlﬂr Help |

Log-Linear Model Statement

| 2 | HABITAT*TIME TIME*DEER

Maxirurn lterations
|25

Tolerance

jr—

Themain point of interest is that AREA was adjusted for by using it as the
starting values for the estimated expected cell frequencies. Consult Heisey
(1985) for more detail.

Another situation where the user will want to specify initial valuesisfor
models of quasi-independence; the starting values will be either zero or one
(Fienberg 1980). Quasi-independence is often of interest for tables that by
definition must include empty cells, or so-called structural zeros.
Incomplete tables are handled in a similar way; missing cells are given a
starting value of zero. A noteisgiven in the results when initial values are
specified.

Iterative proportional fitting is used to estimate the expected cell
frequencies. The program was generally patterned after Haberman (1972).
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Spearman Rank Correlations

Specification

Data
Restrictions

Example

The Spearman Rank Corr elations procedure computes the Spearman rank
correlation coefficient matrix for alist of variables. Typical significance
tests for simple correlations usualy require that the samples follow a
bivariate normal distribution. Thisis often a difficult assumption to justify,
especialy for ordinal data, i.e., ranks. Spearman rank correlations are
suitable for examining the degree of association when the samples violate
the assumption of bivariate normality.

Spearman Rank Comelations | x| |

Wariables Correlation Y ariables
}l CHER1
CHEMZ
CHEM3
4| CHEM4 menee |

HEAT
Help

[~ Compute P alues

Select the variables for which you want to compute rank correl ations.
Highlight the variables you want to select in the Variables list box, then
press the right-arrow button to move them to the Correlation Variables list
box. To highlight all variables, click on thefirst variable in the list, and
while holding the mouse button down, drag the cursor to the last variable in
thelist. Check the Compute P-Values check box to have p-values for the
correlation coefficients computed and reported.

Up to 50 variables can be specified. If acasein your data has missing
values for any variable, the entire case is deleted (listwise deletion).

We use the data of Hald (1952) used in Draper and Smith (1981) for our
example. Thisdataset is also used for the example for the Correlations
procedure in Chapter 6. The variable HEAT is the cumulative heat of
hardening for cement after 180 days. The variables CHEM1, CHEM 2,
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CHEM3, and CHEM4 are the percentages of four chemical compounds
measured in batches of cement. The data are listed below, and are stored in
the file Sample Data\Hald.sx.

CASE HEAT CHEML CHEM2 CHEM3 CHEM4
1 78.5 7 26 6 60
2 74.3 1 29 15 52
3 104.3 11 56 8 20
4 87.6 11 31 8 47
5 95.9 7 52 6 33
6 109.2 11 55 9 22
7 102.7 3 71 17 6
8 72.5 1 31 22 44
9 93.1 2 54 18 22

10 115.9 21 47 4 26
11 83.8 1 40 23 34
12 113.3 11 66 9 12
13 109. 4 10 68 8 12

The analysisis specified on the preceding page. Theresultsare asfollows:

Spear man Rank Correlations, Corrected for Ties

CHEM1 CHEM2 CHEM3 CHEM4
CHEM2 0.3301
CHEM3 -0.7186 0.0527
CHEM4 -0.3320 -0.9903 -0.0806
HEAT 0.7912 0.7373 -0.4488 -0.7521

Maxi mum Di fference Allowed Between Ties 0.00001

Cases Included 13 M ssing Cases O

The Spearman correlation coefficient is the usual (Pearson product moment)
correlation coefficient computed from the rank scores of the data rather than
the original data. If ties are found when the data are ranked, the average
rank is assigned to the tied values, as suggested by Hollander and Wolfe
(1973). Vauesare considered to betied if they are within 0.00001 of one
another. A message “corrected for ties’ is displayed in the first line of the
report when ties are found.

A similar nonparametric correlation coefficient is Kendall’ stau. In most
cases, inference based on Kendall’ s tau will produce results nearly identical
to that based on Spearman’ s rho (Conover 1980).

Theranks are first computed for the data. The correlations are then
computed with the same procedures used to produce the Pearson
correlations. See Correlations (Pear son) in Chapter 6 for more detail.
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Randomness/Normality Tests

Summary Statistics
One, Two, Multi-Sample Tests

Linear Models

Aszzociation Tests

zs/Mormalty Tests Buns Test...
Time Series Shapiro-twillk Test...
Quality Contral HMarmal Probability Plat....

* v+ vy *r * ¥ ¥

Suryival Analysiz

Probability Functionz...

Satistix offers three procedures for testing data for randomness and
normality.

The Runs Test is useful for examining whether samples have been drawn at
random from a single population. It can detect patterns that often result
from autocorrelation.

The Shapiro-Wilk Test calculates the Shapiro-Wilk statistic with p-value
used to test whether data conform to anormal distribution.

The Normal Probability Plot produces arankit plot, also useful for
examining whether data conform to a normal distribution.
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The Runs Test procedure examines whether the number of runsfound in a
variable are consistent with the hypothesis that the samples are order-
independent. A runis defined as consecutive samples that are either
consistently above or below the sample median (mean). Autocorrelation
often results in more or fewer runs than if the samples are independent.

Runs Test
Y ariables Buns Test Yariables
CHEM1 ’l STODRES
CHEMZ
CHEM3
CHEM4 4| Faneel |
HEAT
Help |
—Cutaff Paint——
i+ Median
" Mean

Select the names of the variables that you want to test for runs. A separate
runstest is performed for each variable you move to the Runs Test
Variableslist box.

Choose either the median or the mean for the Cutoff Point. Using the mean
can work better than the median when the data contain only afew discrete
values that would result with alarge number of ties with the median.

We'll apply the runs test to residuals resulting from alinear regression
analysis. The data—the Hald data from Draper and Smith (1981)—are used
for the example data set in Linear Regression. Standardized residuals
were computed for the regression model HEAT = CHEM 1 CHEM4 and
stored in the variable STDRES. The runstest is specified by selecting the
variable name as shown on the preceding page. The results are presented on
the next page.
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Runs Test for STDRES

Medi an 0. 0553
Val ues Above the Median 6
Val ues bel ow the Medi an 6
Values Tied with the Median 1
Runs Above the Medi an 4
Runs Bel ow the Medi an 4
Total Number of Runs 8

0

Expected Number of Runs 7.

P- Val ue, Two-Tail ed Test 0.7835

Probability of getting 8 or fewer runs 0.8247

Probability of getting 8 or more runs 0.3918

A val ue was counted as a tie with the Median if it was within 0.00001
Cases Included 13 M ssing Cases O

In residual analysis, you're more likely to see too few runs rather than too
many. Too few runs result from runs generally being too long, which
indicates positive autocorrelation. When observed in residuals, this could
be because you didn’t include important explanatory variablesin the model.
The one-tailed p-value of 0.8247 indicates that there is no evidence for too
few runsin these residuals.

Too many short runsis less common, and results from negative autocorrela-
tion. An example where negative autocorrelation can be expectedisin a
situation where a process is being constantly monitored and adjusted, and
there's atendency toward overcompensation when adjustments are made.
The probability of getting eight or more runsin our exampleis 0.3918,
which again is no cause for alarm.

The Durbin-Watson statistic in Linear Regression is also very important
for diagnosing autocorrelation in regression residuals.

The equations used to calculate the runs probabilities can be found in
Bradley (1968, p. 254). These exact equations are used unless the number
of values above or below the median exceeds 20, in which case normal
approximations are used (p. 262).
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The Shapiro-Wilk Test examines whether data conforms to a normal
distribution. The W statistic and corresponding p-values are cal cul ated.

Shapiro-Wilk Normality Test E
Wariahlez TestYariables
CHEMA ’ | STDRES
CHEMZ

CHEM3
CHEM4 4 | 4”3”“'3'
HEAT

Help |

Select the variables you want to test and move them to the Test Variables
box.

We'll apply the Shapiro-Wilk test to residuals resulting from alinear
regression analysis. The data—the Hald data from Draper and Smith
(1981)—are used for the example datain Linear Regression. Standardized
residuals were computed for the regression model HEAT = CHEM1
CHEM4 and stored in the variable STDRES. If the assumptions of linear
regression are met, the standardized residuals should be approximately
normally distributed with mean 0 and variance 1. The variable STDRES is
selected for the Shapiro-Wilk test in the dialog box above. Theresults are
presented below.

Shapiro-Wlk Normality Test

Vari abl e N w P
STDRES 13 0.9668 0.8541

The W statistic approaches one for normally distributed data. We reject the
null hypothesis that the data are normally distributed when the p-value is
small (e.g., smaller than 0.05). We conclude from the p-value of 0.8541 for
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the variable STDRES that the residuals are normal and that this assumption
for linear regression has been satisfied.

Computation- Algorithms used for the W statistic and the p-value are given in Royston
al Notes (1995).

Normal Probability Plot

The normal probability plot, also called arankit plot, plots the ordered data
points against the corresponding rankits. When the data plotted are drawn
from anormal population, the points appear to fall on astraight line. The
Shapiro-Wilk W statistic is also reported on the plot.

Specification Hormal Probability Plot [ %]

Wariables Plat W ariable
CHEM1 | | STDRES
CHEMZ ‘ ’ I
CHEMZ |
CHE M4 Cancel
HEAT

Help |

Select the name of the variable you want to plot and move it to the Plot
Variable box.

Example We'll apply the Normal Probability Plot procedure to residuals resulting
from alinear regression analysis. The data—the Hald data from Draper and
Smith (1981)—are used for the example datain Linear Regression.
Standardized residuals were computed for the regression model HEAT =
CHEM1 CHEM4 and stored in the variable STDRES. The variable
STDRES s selected as the plot variable in the dialog box above. The
results are presented no the next page.
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Normal Probability Plot of STDRES
2 +
o +
_Q 0.6 % oF
8]
(i + i
8 0.3 _|_ +
g 4
b an ko
2 st
Rankits
Shapro-Wik W 02458 P(W) 0.8541 13 cases

If the assumptions of linear regression are met, the standardized residuals
should be approximately normally distributed with mean 0 and variance 1.
Thei-th rankit is defined as the expected value of thei-th order statistic for
the sample, assuming the sample was from anormal distribution. The order
statistics of a sample are the sample values reordered by their rank. If the
sample conformsto a normal distribution, a plot of the rankits against the
order statistics should result in a straight line, except for random variation.

Systematic departure of the normal probability plot from alinear trend
indicates non-normality, as does asmall value for the Shapiro-Wilk W
statistic (see page 304). The example plot above shows no evidence of non-
normality. One or afew points departing from the linear trend near the
extremes of the plot are indicative of outliers. Consult Daniel and Wood
(1971), Daniel (1976), and Weisberg (1985) for more detail.

Rankits are computed with an algorithm similar to Royston’'s (1982)
NSCOR2. The procedure for calculating the required percentage points of
the normal distribution and the Shapiro-Wilk W statistic uses the agorithms
provided by Royston (1995).
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Time Series

Summary Statistics

One, Two, Multi-5ample Tests
Linear Models

Azzociation Tests
BandomneszsMarmality Tests

Time Senes Time Series Plat...

Huality Control Autocomelation. .

3
3
3
3
3
3
3
3

Survival Analyziz Partial Autocorrelation. ..

FProbability Functions... Crogs Correlation...

Moving Awerages. .
Exponential Smaoothing...
SARIMA [Box-denking)...

A time seriesisalist of observations collected sequentially, usually over
time. Common time series subjects are stock prices, population levels,
product sales, rainfall, and temperature. It’'s assumed that the observations
aretaken at uniform time intervals, such as every day, month, or year. Not
all time series occur over time. For example, alist of diameterstaken at
every meter along atelephone cableis alegitimate time series.

Observations in atime series are often sequentially dependent. For
example, population levels in the future often depend on levels at present
and in the past. The goal of time series analysisisto model the nature of
these dependencies, which in turn allows you to predict, or forecast,
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observations that have not yet been made.

The Time Series Plot procedure is used to create a time series plot for one
or more variables.

The Autocorrelation Plot procedure is used to create an autocorrelation
plot for a specified variable.

The Partial Autocorrelation Plot procedureis used to create a partial
autocorrelation plot for a specified variable.

The Cross Correlation procedure is used to create a cross correlation plot
for two variables.

The Moving Aver ages procedure is used to compute forecasts for time
series data based on moving averages.

The Exponential Smoothing procedure computes forecasts for time series
data using exponentially weighted averages.

The SARIMA procedure allows you to fit avariety of modelsto data,
including both nonseasonal and multiplicative, and nonmultiplicative
seasona models.

The methods described by Box and Jenkins (1976) is a popular tool for
modeling time series. The Box-Jenkins approach assumes that the time
series can be represented as an ARIMA process, which stands for
AutoRegressive Integrated Moving Average.

Box and Jenkins advocate an iterative three-step approach to model
building:

1) Identification of terms to be included in the model

2) Parameter estimation

3) Model evaluation

Model term identification relies on the use of Time Series Plots, Autocorre-
lation Plots, and Partial Autocorrelation Plots. These plots are examined to
suggest what transformations, differencing operators, AR terms, and MA
terms should be included in the model.

Once atentative model has been identified, parameter estimation is accom-
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plished with the SARIMA procedure, which uses the unconditional least
squares method (sometimes called the backcasting method) to fit the identi-
fied model to the series.

Model evaluation is accomplished by examining the results of the SARIMA
fitting. If the model isn’'t adequate, a new tentative model isidentified and
the process repeated until a good model isfound. A good model can then
be used to forecast future observations. Box and Jenkins (1976) should be
consulted for more details.

The forecasting procedures Exponential Smoothing and Moving Averages
are easier to use and understand than ARIMA models.

Time series data sets can't have embedded missing values or omitted cases.
There can be blocks of missing or omitted cases at the beginning and end of
the data set. Statistix time series procedures use the first continuous block
of datathat doesn’t contain missing values or omitted cases for the series.
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The Time Series Plot procedure is used to create a time series plot for one
or more variables. The values of the variables are plotted in case order.

Time Series Plot |

Warniahlez Time Series Yariables

< 4] | -
Cancel |

Mark Points———
4 Awis Label Yar [Opt) (" Circle
4 | 3 | IYE."—\H . Digit
o
Period il

[12 Y s (Optiomal————

Drigin Lo I
[ High |

v Connect Points Step I

Select the names of one or more time series variables. If you select more
than one name, all the variables will be plotted on a single time series plot
using different colors, line patterns, and point symbols.

Normally, the points along the X axis are labeled as case numbers starting
with 1. You can customize the X axis labels specifying an X Axis Label
Var containing the labels. The label variable can be a string, date, integer,
or rea variable. Strings are truncated to ten characters.

Additional options are available to control the appearance and labeling of
the plot. Points on atime series plot are usually connected by line
segments. Y ou control this using the Connect Points check box. Usethe
Mark Points radio buttons to have the individual points marked with a
circle, adigit, or no mark at all.

Use the Origin option to change the starting case number for the X axis

labels. For example, if you have annual data starting with 1955, enter 1955
in the Origin edit control to have the axis labeled 1955, 1956, and 1957
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instead of 1, 2, and 3.

Numbering the points using digitsis useful for identifying seasonal trends.
Y ou should enter avalue for Period that reflects the frequency of data
collection. For example, enter 4 for quarterly data or a 12 for monthly data.
A seasonal trend stands out clearly when the same digit appearsin either
peaks or valleys.

The Period also affects how often the X axisislabeled. The example dialog
box on the preceding page specifies a period of 12, which is suitable for
labeling monthly data. The X axiswill be labeled every 12 cases.

Y ou can enter values for low, high, and step to control the Y-Axis scale.

The example data are the natural 1ogs of monthly passenger totals (in
thousands) in international air travel for 12 years from January 1949 to Dec-
ember 1960 (Box and Jenkins 1976, p. 304). You can view the data by
opening Sample Data\airline.sx. A total of 144 cases are in the variable
named Z. The variable YEAR was created to annotate the X axis of our
example plot—the year was entered for every 12th case. The dialog box on
the preceding page is used to obtain the time series plot below.

Time Series Plot of /

Alrline ticket sales
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The Autocorrelation Plot procedure is used to create an autocorrelation
plot for the specified variable. Approximate 95% confidence intervals are
also shown.

Autocornrelation Plot |
Wariables Time Series Yariable
YEAR W
5 4]

Lag [Ophonal)

Select the name of atime series variable and move it to the Times Series
Variable box. You can specify alag in the Lag edit control. If you don’'t
specify alag, the maximum lag is used, which is calculated as the square
root of the sample size plusfive.

We use the data from Box and Jenkins (1976, p. 304) for our example (see
the sample file Sample Data\airline.sx). The data are the natural logs of
monthly passenger totals (in thousands) in international air travel for 12
years from January 1949 to December 1960. A total of 144 casesarein a
variable named Z. Thevariable W is created by first seasonally
differencing Z and then nonseasonally differencing the seasonal difference.
Using Transfor mations from the Data menu, W is created in two steps by:

W= Z - LAG (Z, 12)

W= W- LAG (W

That is, W = DD**Z, where D is the differencing operator.
The dialog box above shows the entries for the differenced airline data. A

specific lag is not specified, so the maximum lag isused. Theresultsare
presented in the autocorrelation plot on the next page.
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Mean of the Series 2. 824E-04
Std Dev of Series 0. 04565
Number of Cases 131

The first column indicates the lag for which the autocorrelationis
computed. The next column displays the value of the autocorrelation. The
autocorrelation is displayed graphically as ahorizontal bar. Approximate
95% confidence bounds are indicated with angled brackets (< >). The
direction in which the confidence bounds point indicates where the observa-
tion liesrelative to the confidence bound. For example, with alag of 3, the
autocorrelation is -0.201, which lies outside of the confidence bound to the
left.

The confidence intervals for the lag p are based on the assumption that
autocorrelations for lags p and greater are zero.

Computation- Compuitations follow those outlined in Box and Jenkins (1976).
al Notes
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The Partial Autocorrelation Plot procedureis used to create a partial
autocorrelation plot for the specified variable. Approximate 95%
confidence intervals are also displayed.

Partial Autocorrelation Plot |
Wariables Time Series Yariable
YEAR W
5 4]

Lag [Ophonal)

Select the name of a Time Series Variable. You may specify aLag. If you
don’'t, the maximum lag is used, calculated as the square root of the sample
sizeplusfive.

We use the data from Box and Jenkins (1976, p. 304) for our example.

Y ou can view the data by opening Sample Data\airline.sx. The data are the
natural logs of monthly passenger totals (in thousands) in international air
travel for 12 years from January 1949 to December 1960. The dialog box
above shows the entries for the differenced airline datain the variable W
(page 312). A specific lagisn't specified, so the maximum lag isused. The
resulting partial autocorrelation plot is shown on the next page.

The first column indicates the lag for which the partial autocorrelation is
computed. The next column displays the value of the partial
autocorrelation. The partia autocorrelation is displayed graphically asa
horizontal bar. Approximate 95% confidence bounds are indicated with
angled brackets (< >). The direction in which the confidence bounds point
indicates where the observation lies relative to the confidence bound.

The confidence intervals for lag p are based on the assumption that the
series results from an autoregressive process of order p - 1.
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1.0 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6
Lag Corr R i I S e e i e R s
1 -0.341 KKK Kk kK K % <
2 -0.013 > * <
3 -0.191 *H Kk K <
4 -0.125 SE K x K <
5 0.034 > * <
6 0.036 > * <
7 -0.061 > * <
8 -0.019 > * <
9  0.224 S xkkxsEx
10 0.041 > * <
11 0.046 > * <
12 -0.341 KKk Kk kK K % <
13 -0.107 SE KKK <
14 -0.077 > xxx <
15 -0.021 > xx <
16 -0.138 SE K x K <
Mean of the Series 2.824E-04
Std Dev of Series 0. 04565
Number of Cases 131
Computation- Computations follow those outlined in Box and Jenkins (1976).

al Notes

Cross Correlation

The Cross Correlation procedure is used to create a cross correlation plot
for two variables.

Specification

“Wariables

Y
YEAR
zZ

Time Series Variables

Cross Correlation Plot E

| |E‘JENT1
g2 IEVENTE

Lag [Optiohal]

10

Cahcel |
Help |

Select the names of the two Time Series Variables. Unlessalagis
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explicitly specified, the maximum absolute value of the lag is used,
computed as the square root of the sample size plusfive.

To demonstrate cross correlation, we' |l fabricate some data. The variable
EVENT1 iscreated simply asalist of uniform random numbers. We then
create the variable EVENT2 as a moving average process of EVENT1.
These two variables are generated in Transfor mations as:

EVENT1 = RANDOM

EVENT2 = EVENT1 + LAG (EVENT1) / 2 + LAG (EVENT1, 2) / 3 +
LAG (EVENTL, 6) / 4

The dialog box displayed on the preceding page is used to find the cross
correlations for EVENT1 and EVENT2 for 10 lags. Theresults are
presented below in the cross correlation plot.

Cross Correlation Plot for EVENT1 and EVENT2
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Mean of Series 1 0.55584
Std. Dev. of Series 1 0.27460
Mean of Series 2 1.16506
Std Dev of Series 2 0.31157
Number of Cases 139

Computations follow those outlined in Box and Jenkins (1976).

Moving Averages

316
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Specification

Data
Restrictions

Example

The Moving Aver ages procedure is used to compute forecasts for time
seriesdata. Both single and double moving averages techniques are
available. Use single moving averages when thereis no trend in the time
seriesdata. Use double moving averages when thereisatrend in the data,

Moving Averages E3
Wariables Time Seriez Yariable

YEAR 4 | > | [EARNINGS
Madet——— Cancel |
* Single
" Double Help |

Penods in an Sverage
|4
Feriods to Forecast

L

Select the name of a Time Series Variable. Then select single or double
moving averages using the Model radio buttons.

Enter avalue for the number of periodsin the moving averagein the
Periodsin an Average edit control. In general you can select avalue for
the period that minimizes the maximum absolute deviation (MAD) or the
mean squares of the forecast errors (MSE). The number of periodsin the
moving average is sometimes selected to remove seasonal effect; 4 is used
for quarterly data, 12 for monthly data, and so on.

When using double moving averages, you can also specify the number of
future periods for which you want to compute forecasts in the Periods to
Forecast box.

There must be enough cases in the time series to compute the moving
averages. The minimum number depends on the value you enter for the
length of the moving averages. If the number of periods you specify for the
moving averagesis n, there must be at least n + 1 cases for single moving
averages and 2 x n cases for double moving averages.

We illustrate single moving averages using earnings per share for Exxon for
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Moving
Averages
Results Menu
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the years 1962 to 1976. The data are stored in Sample Data\Exxon.sx.

YEAR EARNI NGS YEAR EARNI NGS
1962 1.94 1970 2.96
1963 2.37 1971 3.39
1964 2.44 1972 3.42
1965 2.41 1973 5.45
1966 2.53 1974 7.02
1967 2.77 1975 5.60
1968 2.97 1976 5.90
1969 2.89

The dialog box on the preceding page shows the moving averages options

selected for the Exxon data. Theresults are:

Single Moving Averages for EARNINGS

Movi ng Average Length 4

Sum of Squared Errors (SSE) 17.2542
Mean Squared Error (MSE) 1.56857
Standard Error (SE) 1.25242
Mean Absol ute Deviation (MAD) 0.82386
Mean Abs Percentage Error (MAPE) 16. 84
Mean Percentage Error (MPE) 16. 84
Number of Cases 15

95% C. | . 95% C. | .
Lead Lower Bound Forecast Upper Bound
1 3.53775 5.99250 8.44725

Theresultslist a number of summary statistics that are useful for checking
the adequacy of the model. The forecast for the year 1977 is displayed with

a95% confidenceinterval.

Once you' ve specified and computed a moving average analysis, a Results
menu appears on the menu at the top of the Statistix window. Click on
Results to access the pull-down menu displayed bel ow.

LCoefficient Table
Forecast Table
Titlez...

Graph Preterences...
Plot

Save Residuals. .

Optiote. .

Selecting Coefficient Table from the menu will redisplay the results
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presented on the preceding page. Selecting Options from the menu will
return you to the Moving Averages dialog box used to generate these

results. Use the Plot option to produce atime series plot of the actual and

fitted data. The remaining menu selections are discussed below.

Forecast Table

The Forecast Table lists the actual value, moving average, forecast, and

forecast error for each time period in the data.

Single Moving Averages Forecast Table for EARNI NGS

T

wm\lmmbwwpé

GANTWWNRNNNMNNNNDNPR

Act ual
Val ue
. 94000
. 37000
. 44000
41000
. 53000
. 77000
97000
. 89000
. 96000
39000
. 42000
. 45000
. 02000
. 60000
. 90000

Movi ng
Aver age Forecast
2.29000
2.43750 2.29000
2.53750 2.43750
2.67000 2.53750
2.79000 2.67000
2.89750 2.79000
3.05250 2.89750
3.16500 3.05250
3.80500 3.16500
4.82000 3.80500
5.37250 4.82000
5.99250 5.37250

Forecast

OO WNOOOOOOO

Error

. 24000
. 33250

43250
22000
17000
49250
36750
28500
21500

. 78000
. 52750

Save Residuals

Use the Save Residual's procedure to save the fitted values (forecasts)
and/or residuals (forecast errors) in new or existing variables for later

analysis. Enter avariable namein the Fitted Values Variable box and/or
the Residuals Variable box.

Moving Averages - Save Residuals |

Fitted Values Vanable

IFDFEEEAST vl

Fezidualz Variable

IHESID vl

Cahcel |

Help

Computation-
al Notes

Chapter 10, Time Series

Computations follow those described in Hanke and Reitsch (1989) and
Mercier (1987).
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Exponential Smoothing

Specification

320

The Exponential Smoothing procedure computes forecasts for time series
data using exponentially weighted averages. Five different models are
available to fit no trend data, trend data, and trend with seasonal data.

E xponential Smoothing |

Time Seriez Vanable

IEAFININGS vl

Modet——

" Single Cahcel |
= Brown's 1-F Linear

= Haolt's 2-F Linear sl |
 wiinter's Additive

" winker's Multiplicative

Smoathing Conztants

ID.'I
ok Seazon Length I
E I—I Periods to Farecast |3

Gamma

Initial ¥ alues [Dptional]

Smoothed I

Seazonal I

Trend

First select the name of a Time Series Variable. Pressthe down-arrow
button to display the list of variables in your data set.

Next select the model you want to use from the Model radio buttons. Single
exponential smoothing is used when the time series data doesn’t exhibit any
trend. The smoothing constant Alpha determines how much past
observationsinfluence the forecast. A small smoothing constant resultsin a
slow response to new values; alarge constant resultsin afast response to
new values. Vauesfor the smoothing constant are normally selected in the
range 0.05 to 0.60. For the best model, select a smoothing constant that
minimizes the mean squares of the forecast errors (M SE).

Brown'’s 1-P linear model and Holt’s 2-P linear model are used when the
data exhibit trend. Brown's model uses one smoothing constant (Alpha) to
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smooth both the local average and trend estimates. Holt’s model uses two
smoothing constants, one for the smoothed local average (Alpha) and one
for the trend estimate (Beta).

Winter’s models are used when the data exhibit trend and seasonality. The
additive model is used when the seasonal influences are additive, that is, the
seasona influences have the same magnitude from year to year. The
multiplicative model is appropriate when the seasonal swings are wider for
years with higher levels. Both models use three smoothing constants, for
the local average (Alpha), trend (Beta), and season (Gamma). Y ou must

al so specify the Season Length.

All five models require that you enter values for the applicable Smoothing
Constants. Some models give you the option of entering I nitial Values and
the number of future Periodsto Forecast.

Example Brown’s 1-P linear exponential smoothing isillustrated using earnings per
share data for Exxon for the years 1962 to 1976. The data are listed on page
318, and are stored in the file Sample Data\Exxon.sx.

The dialog box on the preceding page shows the exponential smoothing
options selected for the Exxon data. The results are:

Brown's 1-P Linear Exponential Smoothing for EARNI NGS

Smoot hi ng Const ant 0.10
Sum of Squared Errors (SSE) 9.47382
Mean Squared Error (MSE) 0.63159
Standard Error (SE) 0.79472
Mean Absol ute Deviation (MAD) 0.59165
Mean Abs Percentage Error (MAPE) 16. 57
Mean Percentage Error (MPE) -1.81
Number of Cases 15
Forecast (T) = 5.84858 + 0.31442 * T
95% C. | . 95% C. | .
Lead Lower Bound Forecast Upper Bound
1 4.60534 6.16300 7.72066
2 4.91179 6.47742 8. 04305
3 5.21789 6.79184 8.36579

The coefficient table above lists a number of summary statistics that are
useful for checking the adequacy of the model (Hanke and Reitsch 1989).

Y ou can also use the residuals (see Save Residuals on page 323) to examine
the model fit.
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The forecasts for the years 1977 to 1979 are displayed with their 95%
confidence intervals.

Exponential Once you' ve specified and computed an exponential smoothing analysis, a
Smoothing Results menu appears on the menu at the top of the Statistix window. Select
Results Menu the Results menu to access the pull-down menu displayed below.

LCoefficient Table
Forecast Table
Titlez...

Graph Preterences...
Plot

Save Residuals. .

Optiote. .

Select Coefficient Table from the menu to redisplay the results presented
above. Select Options from the menu to return to the Exponential
Smoothing dialog box used to generate these results. The remaining options
are discussed below.

Forecast Table The forecast table lists the actual value, first and second exponential
averages, slope, forecast, and forecast error for each time period in the data.
The forecast table for the model specified on page 320 is displayed below.

Brown's 1-P Linear Exponential Forecast Table for EARNINGS

Actual 1st Exp 2nd Exp Forecast
Ti me Val ue Aver age Aver age Trend Forecast Error
0 -1.62107 -4.38729 0.307
1 1.94000 -1.26496 -4.07505 0.312 1.45250 0.48750
2 2.37000 -0.90147 -3.75769 0.317 1.85736 0.51264
3 2.44000 -0.56732 -3.43866 0.319 2.27212 0.16788
4 2.41000 -0.26959 -3.12175 0.317 2.62305 -0.21305
5 2.53000 0.01037 -2.80854 0.313 2.89948 -0.36948
6 2.77000 0.28633 -2.49905 0.309 3.14249 -0.37249
7 2.97000 0.55470 -2.19368 0. 305 3.38120 -0.41120
8 2.89000 0.78823 -1.89549 0.298 3.60845 -0.71845
9 2.96000 1.00541 -1.60540 0.290 3.77014 -0.81014
10 3.39000 1.24387 -1.32047 0. 285 3.90630 -0.51630
11 3.42000 1.46148 -1.04228 0.278 4.09313 -0.67313
12 5.45000 1.86033 -0.75201 0.290 4.24343 1.20657
13 7.02000 2.37630 -0.43918 0.313 4.76294 2.25706
14 5.60000 2.69867 -0.12540 0.314 5.50461 0. 09539
15 5.90000 3.01880 0.18902 0.314 5.83652 0.06348
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Plot

Save Residuals

Computation-
al Notes

Selecting Plot from the menu produces a time series plot that shows both
the actual time series data and the fitted data. The forecasts are also plotted.
The plot for the Exxon datais shown below.

Brown's 1-p Linear For EARNINGS

3 Actua

EARNINGS

[0 Forecast

Case Number

Alpha =010

Select Titles from the Results menu to change the plot’stitles. Select Graph
Preferences to change other details of the plot such as colors and point
symbols (see Chapter 1 for details).

Use the Save Residual s procedure to save the fitted val ues (forecasts)
and/or residuals (forecast errors) in new or existing variables for later
analysis. Enter avariable namein the Fitted Values Variable box and/or
the Residuals Variable box.

Computations for the single and linear trend models follow those described
in Abraham and Ledolter (1983). Computations for Winter’ s models follow
Thomopoulos (1980).
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SARIMA

Specification

324

The SARIMA procedure allows you to fit avariety of models to data,
including both nonseasonal and multiplicative, and nonmultiplicative
seasonal models. SARIMA stands for Seasonal AutoRegressive Integrated
Moving Average. It'sa procedure for modeling time series popularized by
Box and Jenkins (1976). MA and AR terms need not be sequential, so non-
significant terms don’t need to be included in the model.

Output includes parameter estimates, approximate significance levels, and
several statistics useful for diagnosing model fit. Y ou can aso obtain
forecasts with confidence intervals. You can save fitted values and
residuals to evaluate model adequacy. Estimation is based on unconditional
least squares, also known as the backcasting method.

SARIMA E
Time Variablz IZ "I
L
ags I Cancel |
MNonzeazonal d |1
Help |

M Lags |1— [~ Eit Constant

S5AR Lags I— b arquardt Criterion IUU'I—
Seasonal D |1— v Melder-hMead Simplex Search

ShaA Lags |1— Melder-kead Criterion Iﬂm—
Seazonal Length |12— bd axiriumn Iterations |2U—

Initial alues [Optional]

AR |

FA

|
stR |
sma |

Canstant I

First select the name of your Time Series Variable. You can press the
down-arrow button next to the variable box to display the list of your
variables. Next you specify the ARIMA model by filling in valuesin the
relevant controls. Y ou can aso specify the Marquardt and Nelder-Mead
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criteria, the maximum number of iterations, and initial values. Press the OK
button to begin the analysis.

For example, the dialog box on the preceding page fits the ARIMA model
(0, 1, 1)X(0, 1, 1),, to the airline data described on the next page.

A description of each of the dialog box fieldsis listed below:

TimeVariable: Variable name for the time series variable

AR Lags: Lags of nonseasonal autoregressive termsin model
Nonseasonal d: Order of nonseasonal differencing

MA Lags: Lags of honseasonal moving average termsin model

SAR Lags: Seasonal lags of seasonal autoregressive termsin model
Seasonal D: Order of seasonal differencing

SMA Lags: Seasonal lags of seasonal moving average termsin model
Season Length: Period of seasonality

Fit Constant: Model should include a constant term

Marquardt Criterion: Criterion to stop nonlinear least squares
Nelder-Mead Search: Perform simplex search after nonlinear |east squares
Nelder-Mead Criterion: Criterion to stop Nelder-Mead simplex search
Maximum iterations: Number of iterations allowed

Initial Values: List of starting values for any of the model parameters

Most of these fields are self-explanatory. Estimation isinitialy performed
with Marquardt’s nonlinear |least squares procedure. After each iteration,
the changes in the parameter estimates are checked. If all parameters have
changed less in absolute value than the Marquardt Criterion, the procedure
terminates and is assumed to have converged successfully. 1f you checked
the Nelder-Mead Simplex Search box, a Nelder-Mead simplex searchis
performed after the Marquardt procedure in an attempt to further reduce the
unconditional sums of squares. Unlike the Marquardt criterion, the Nelder-
Mead criterion is based on the reduction of the unconditional sums of
squares. After each iteration, the reduction in the unconditional sums of
squaresis checked. If the reduction is less than the number specified for the
Nelder-Mead Criterion, the procedure terminates and convergence is
assumed. Both Marquardt and Nelder-Mead stop when the number of
iterations equals Maximum Iterationsif convergence hasn’t occurred.

Note: When specifying AR, MA, SAR, or SMA terms, all lags must be
specified. For example, to specify an AR(3) model, you would enter
“123", not“3" Thelatter specification is appropriate if you want the AR
coefficients for lags 1 and 2 constrained to zero.
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We use the data from Box and Jenkins (1976, p. 304) for our example. You
can view the data by opening Sample Data\airline.sx. The datain the
variable Z are the natural logs of monthly passenger totals (in thousands) in
international air travel for 12 years from January 1949 to December 1960.
Thevariable W is created by first seasonally differencing Z and then
nonseasonally differencing the seasonal difference. Using
Transformationsin Data Management, W is created in two steps by:

W= Z - LAG (Z, 12)
W= W- LAG (W

That is, W = DD**Z, where D is the differencing operator. The dialog box
on page 324 specifiesthe ARIMA model (0, 1, 1)X(0, 1, 1),,.

Theresults are summarized in the coefficient table bel ow.

Uncondi tional Least Squares SARI MA Model for Z

Nonseasonal Differencing of Order 1
Seasonal Differencing of Order 1, Period 12
NOTE: No Constant Term in Model

Term Coef ficient Std Error Coef/ SE P
MA 1 0.39308 0.08033 4.89 0.0000
SMA 1 0.61263 0.06941 8.83 0.0000
MS (Backcasts Excl uded) 0.00133
DF 129
SS (Backcasts Excluded) 0.17213 SS Due to Backcasts 0.00387
N Before Differencing 144
N After Differencing 131

Mar quardt Criterion of 0.010 was met.

Simplex Criterion of 0.010 was met.

Ljung-Box Portmanteau Lack-of-fit Diagnostics

Lag (DF) = 12( 10) 24( 22) 36( 34) 48( 46)
Chi-Sq (P) = 9.33(0.5015) 25.43(0.2769) 35.38(0.4028) 44.03(0.5553)

Parameter significance can be judged with the t-like statistic Coef/SE. The
p-value for this statistic assumes a standard normal distribution. Overall
model fit can be judged with the Ljung-Box statistic (Ljung and Box, 1978),
which is calculated for lags at multiples of 12. Small p-values indicate that
the model fit is poor. In the example above, the p-values are large enough
to suggest lack of fit isn't a problem.

As noted, model terms don’'t need to be sequential. Asan example, we'll fit
anonmultiplicative seasonal model to the airline data set. The model we've
aready used is DD%z = (1 - ®B)(1 - ©B*)a, (D isthedifferencing
operator; other terms are explained in Box and Jenkins 1976). When
expanded, thismodel is DD*z, = a, - ®a , - Oa,,, + POa,_,;. The more
general nonmultiplicative model is DD%z, = a,- ®,a,, - ®,8.,, - D58 15

This model is specified in the dialog box bel ow.
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SARIMA

Time Yariable IZ B I :
AR L I
e Cancel |
Monseasonal d |1
Help |
Ma Lags |1 1213 [~ Fit Constant

S&R Lags I— Marguardt Criterion Iﬂm—
Seasonal D |1— v Melder-tead Simplex Search

SMalags |  NelderMeadCiteion  [00T
Seazonal Length |12— b awimum [berations |2U—

Initial Values [Optional]
AR |

s

|
seR |
sMa |

Constant I

While this model has a smaller M'S (0.00126) than the multiplicative model,
it also requires an additional parameter. Box and Jenkins (1976, p. 324)
briefly consider how to examine whether such models are improvements
over their multiplicative counterparts.

SARIMA Once you' ve specified and computed an ARIMA model, a Results menu
Results Menu appears on the menu at the top of the Satistix window. Click on Resultsto
access the pull-down menu displayed bel ow.

Reszults

LCoefficient T able
Forecast Table. ..
Titlez...

Graph Preterences...
Plot

Save Residuals. .

War-cov of Betaz

Optiote. .

Select Coefficient Table from the Results menu to redisplay the results
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presented on page 326. Select Options from the menu to return to the
SARIMA dialog box used to generate these results. The remaining options
are discussed below.

Forecasts The Forecast procedure lets you forecast future observations. It also gives
confidence intervals for the forecasts.

SARIMA - Forecast H|

Mumber of Periods
|.|2— e ¥

Cancel |
C. I. Percent Coverage

ISE.D Help |

First enter avalue for the Number of Periods, which is the number of future
time intervals you want to forecast. Y ou can also specify the C. I.
Percentage Coverage for computing confidence levels.

Thefirst 12 forecasts for our airline ticket sales example are presented

below.

95% C. | . 95% C. I .

Lead Lower Bound Forecast Upper Bound

1 6.03779 6.10938 6.18098

2 5.97163 6. 05537 6.13912

3 6.08325 6.17760 6.27195

4 6.09434 6.19821 6.30209

5 6.11796 6.23056 6.34315

6 6.24756 6.36825 6.48894

7 6.37619 6.50446 6.63274

8 6.36544 6.50088 6.63631

9 6.18287 6.32510 6.46734

10 6.05870 6.20742 6. 35614

11 5.90898 6.06392 6.21886

12 6.00841 6.16933 6.33025
Plot Selecting Plot from the results menu produces a time series plot that shows

both the actual time series data and the fitted data. The forecasts are also
plotted. The plot for the airline ticket sales data is shown on the next page.
The number of future time periods forecast can be changed by using the
Forecasts procedure described above.
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Save Residuals

SARIMA Plot For /Z

&6

5.6

Alrline ticket sales

4.6

0 40 a0 120 160

Case Number

Select Titles from the Results menu to change the plot’ stitles. Select Graph
Preferences to change other details of the plot such as colors and point
symbols (see Chapter 1 for details).

Use the Save Residual s procedure to save the fitted val ues, residuals
(forecast errors), or forecasts for later analysis.

SARIMA - Save Residuals =]l

Fitted Values WVanable

IFITTED vl

Besiduals Y ariable Cancel |
[RESID =] e

Faorecast [Future] Y ariable

IFDFEEEAST vl

MNumber of Periods to Forecast

Pr—

Because of differencing and lagging, fitted values and residuals may have
fewer cases than the original series. The Fitted Values Variable stores
fitted values corresponding to cases used in the analysis. The Forecast
(Future) Variable is used to save forecasts corresponding to time periods
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Variance-
Covariance
Matrix

Computation-
al Notes

330

after the cases used for the analysis. Enter the Number of Periodsto
Forecast when using the Forecast (Future) Variable.

The Variance-covariance matrix selection displays the variance-covariance
matrix of the estimated model coefficients.

Variance - Covariance Matrix for Coefficients

MA 1 SMA 1
0.00645
-3.165E-04 0.00482

MA

1
SMA 1

Computations generally follow those outlined in Box and Jenkins (1976).
Initial values for the nonseasonal AR parameters are computed as described
on page 499. These, along with the mean of the series, are used to construct
an initial estimate of the constant (Box and Jenkins 1976, p. 500) if the
model contains one. All other parametersareinitially setto 0.1. The
Marquardt procedure follows Box and Jenkins (1976) with modifications
suggested by Nash (1979). Numerica derivatives use “Nash's
compromise” (Nash, 1979, eg. 18.5). The Nelder-Mead procedureis
patterned after Nash’s outline.
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Quality Control

 Statistics |

Summary Statistics L4 |
One, Two, Muli-Sample Tests  #
Linear Models L4 Fareto Chart...
Aszociation Tests 4 P Chart...
Randomneszs/Mormality Tests  # Hp Chart. ..
Time Series L4 L Chart....
Quality Cantrol r U Chart...
Survival Analvsiz L4 # Bar Chart...
Probability Functions. .. B Chart...

5 Chart...

| Chart...

MF Chart...

E'w'bdd Chart...

Satistix offers a number of quality control or statistical process control
(SPC) procedures. SPC methods are used to improve the quality of a
product or service by examining the process employed to create the product
or service.

The Pareto Chart procedure produces a Pareto chart, which isused in SPC
to identify the most common problems or defectsin a product or service. It
is a histogram with the bars sorted by decreasing frequency.

A control chart plots a measurement sampled from a process by sample
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number over time. A center line is drawn to represent the average value of
the quality characteristic when the processis stable, that is, “in control”.
Two lines are drawn on the control chart to represent the upper and lower
control limits (UCL and LCL). A point that falls outside the control limits
is evidence that the processis “out of control”. Satistix uses“3-sigma’
control limitsthat are computed as the center line value plus or minus three
times the standard deviation of the process statistic being plotted.

A quality characteristic that can’t be measured on a quantitative scale but
can be classified as conforming or nonconforming, is called an attribute.
Consider a cardboard juice container as an example: The seams are either
conforming (will not leak) or nonconforming (will leak). Satistix computes
four attributes control charts—the p chart, np chart, ¢ chart, and u chart.

The P Chart procedure plots the fraction nonconforming. The Np Chart
procedure plots the number nonconforming.

The C Chart procedure plots the number of nonconformities per inspection
unit (e.g., flaws on the finish of atelevision set). The U Chart procedure
plots the average number of nonconformities per unit.

A gquantitative quality characteristic, such as the diameter of piston rings, is
called avariable. Statistix computes six control charts for variables—the X
bar chart, R chart, S chart, | chart, MR chart, and EWMA chart.

The X Bar Chart procedure plots the average of samples; it’sused to
control the process average of avariable.

The R Chart procedure plots the sasmple range. The S Chart procedure
plots the sample standard deviation. These plots are used to control the
variability of aprocess.

Thel Chart procedure plots individual s—variables with a sample size of
one. The MR Chart procedure plots the moving range of individuals.

The EWMA Chart procedure plots an exponentially weighted moving
average. It can be used to control the process mean using individuals or
sample averages.

See Montgomery (1991) for computational details for all of the procedures
discussed in this chapter.
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Pareto Chart

Specification

Example

The Pareto Chart is used to identify the most frequent causes of defects. It
displays a histogram with the bars ordered by frequency.

Pareto Chart

Warnables Defect Causze Vanable

e :\
Defect Count Y ariable [Opt) Cancel |
il Ll IW Help |

b axirnurn Defect Categones
|2EI

[~ Dizplay Curnulative Percent

First move the name of the variable that contains the defect classifications
to the Defect Cause Variable box. This variable can be of any type—real,
integer, date, or string. Strings are truncated to ten characters.

Y ou can enter your data one defect at atime, so that each case in your data
set represents one defect. These types of data are often tabulated as they are
collected, in which case it’s more convenient to enter the datain two
columns, one for the defect cause and one for the count of defects. Inthis
case you must move the name of the variable containing the counts of
defects for each cause to the Defect Count Variable box.

Y ou can limit the number of bars by entering avalue in the Maximum
Defect Categories edit control. |f there are more categories than this value,
the least frequently recorded categories are excluded from the chart.

Check the Display Cumulative Percent check box to have a cumulative
distribution curve drawn on the Pareto chart.

We use datafrom Montgomery (1991, p. 119) for our example. The various
reasons that aircraft tanks were classified defective were collected over
several months. The data were entered into Statistix using two variables.
The variable CAUSE is used to identify the defect cause, and the variable
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COUNT records the count for each cause.

CASE CAUSE COUNT
1 Adhesive 6
2 Al i gnment 2
3 Al odi ne 1
4 Cast voids 2
5 Damaged 34
6 Del am comp 2
7 Di mensi ons 36
8 Fairing 3
9 Film 5
10 Machi ni ng 29
11 Maski ng 17
12 Out order 4
13 Pai nt dam 1
14 Pai nt spec 2
15 Primer dam 1
16 Procedure 1
17 Rust ed 13
18 Salt spray 4
19 W ong part 3

The analysisis specified on the preceding page. Theresultsare asfollows:

Pareto Chart
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P Chart

Specification

Example

The P Chart isthe control chart for the fraction of a sample that is noncon-
forming. P charts are used for attributes—quality characteristics that can be
classified as conforming or nonconforming.

P Chart
Wariables Diefect Count Wariable
4 | 3 | IDEFECTS

Sample Size—— Cancel |
f* Constant
" Vaniable ﬂl

p 1]
Sample Size Constant " ot o D

IEI:I " Standard Y alue

Sample Size Varable Tl I_

I—
il ﬂ Last Caze Forp [Elpt]l
Standard p I

The p chart is computed both from the number of defects per sample and the
sample size. First move the name of the variable that contains the counts of
defects for each sample to the Defect Count Variable box. If the sample
sizeis constant, select the Constant sample size radio button and enter the
sample size in the Sample Size Constant edit control. If the sample sizeis
not always the same, select the Variable sample size radio button and move
the name of the variable that contains the sample size for each case to the
Sample Size Variable box.

The center line and the control limits are computed from p, the fraction
nonconforming. Y ou can choose to enter a standard or historical value for p
for this purpose, or have p computed from the data. Make your choice by
sel ecting one of the two p radio buttons. When you select Compute From
Data, you may specify thefirst and last case number used to compute p. If
these case numbers are left blank, all cases are used. When you select
Standard Value, you must enter avalue in the Standard p edit control.

We use datafrom Montgomery (1991, p. 151) for our example. Cardboard
cans being manufactured for orange juice concentrate were sampled from

Chapter 11, Quality Control 335



336

the machine at half-hour intervals. Each sample contained 50 cans. The
number of cans with defective seams were recorded for each sample.

CASE DEFECTS CASE DEFECTS
1 12 16 8
2 15 17 10
3 8 18 5
4 10 19 13
5 4 20 11
6 7 21 20
7 16 22 18
8 9 23 24
9 14 24 15

10 10 25 9
11 5 26 12
12 6 27 7
13 17 28 13
14 12 29 9
15 22 30 6

The p chart model is specified in the dialog box on the preceding page. The
results are shown in the figure bel ow.

P Chart of DEFECTS
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Exceplicons: 15,23

The fraction of defective cansis plotted for each sample. The center lineis
plotted at the average value for p which is 0.2313. The 3-sigma control
limits are labeled on theright side: UCL = 0.4102, LCL = 0.0524. Two
values exceed the UCL, indicating that the processis out of control. These
case numbers (15 and 23) are noted at the bottom of the chart.
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Np Chart

The Np Chart isthe control chart for the number of honconforming units.
Np charts are used for attributes—quality characteristics that can be
classified as conforming or nonconforming. The np chart gives the same
results as the p chart discussed earlier (page 335), the only differenceisthe
units of the vertical axis.

Specification Np Chart |

Wariahles Defect Count W ariable

‘ | ’ | IDEFEETS
Sample Size

r—

Fraction Moncanfarming [p
’7(" Compute Fram Data

f+ Standard ¥alue

First Casze For p [Opt] I
Last Caze For p [Opt) I
Standard p ID.231

The np chart is computed from the number of defects per sample and the
sample size. First select the name of the variable that contains the counts of
defects for each sample and move it to the Defect Count Variable box. The
sample size must be aconstant. Enter the number in the Sample Size box.

The center line and the control limits are computed from p, the fraction
nonconforming. Y ou can choose to enter a standard or historical value for p
for this purpose, or have p computed from the data. Make your choice by
selecting one of the two p radio buttons. When you select Compute From
Data, you may specify the first and last case number used to compute p. If
these case numbers are left blank, all cases are used. When you select
Standard Value, you must enter avalue in the Standard p edit control.

Example We use data from Montgomery (1991, p. 151) for our example. Cardboard
cans being manufactured for orange juice concentrate were sampled from
the machine at half-hour intervals. Each sample contained 50 cans. The

Chapter 11, Quality Control 337



338

number of cans with defective seams were recorded for each sample. The
data are listed below, and stored in the file Sample Data\juice.sx.

CASE DEFECTS CASE DEFECTS
1 12 16 8
2 15 17 10
3 8 18 5
4 10 19 13
5 4 20 11
6 7 21 20
7 16 22 18
8 9 23 24
9 14 24 15

10 10 25 9
11 5 26 12
12 6 27 7
13 17 28 13
14 12 29 9
15 22 30 6

The Np chart model is specified in the dialog box on the preceding page.
The results are shown in the figure bel ow.

Np Chart of DEFECTS
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The number of defective cansis plotted for each sample. The center lineis
plotted at the historical value for np, 50 x 0.231 = 11.6. The 3-sigma upper
and lower control limits are labeled on the right side at 20.5 and 2.6. Two
values exceed the UCL at cases 15 and 23, which are noted at the bottom of
the chart.
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C Chart

The C Chart isthe control chart for nonconformities (defects). A product
may contain one or more defects and not be considered defective. If, for
example, atelevision cabinet has aflaw in the finish, we wouldn't
necessarily want to reject the television. In these situations we' re more
interested in the number of defects per inspection unit.

Specification C Chart

Wariables Defect Count Wariable

‘ | ’ | IDEFEI:TS
= Cancel |
|7F Compute From Data |

™ Standard % alue Help

Firzt Caze For ¢ [Opt) I
Last Caze For o [Opt) I
Standard ¢ I

The ¢ chart is computed from the number of defects per inspection unit.
Enter the name of the variable that contains the counts of defects for each
inspection unit.

The center line and the control limits are computed from c, the number of
nonconformities per inspection unit. Y ou can enter a standard or historical
value for ¢, or you can use the average value of ¢ computed from the data.
When c is estimated from the data, you can specify the first and last case
number used to compute the average value. If these case numbers are | ft
blank, asin the dialog box above, all cases are used. When you select
Standard Value, you must enter avalue in the Standard c edit control.

Example We use data from Montgomery (1991, p. 173) for our example. Printed
circuit boards were inspected for defects. The inspection unit was defined
as 100 circuit boards. The number of defects per 100 circuit boards for 26
samples are listed in the table on the next page. The data are stored in the
file Sample Data\circuit.sx.
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CASE DEFECTS CASE DEFECTS

1 21 14 19
2 24 15 10
3 16 16 17
4 12 17 13
5 15 18 22
6 5 19 18
7 28 20 39
8 20 21 30
9 31 22 24
10 25 23 16
11 20 24 19
12 24 25 17
13 16 26 15

The resulting ¢ chart for the variable DEFECTS s illustrated below.

C Chart of DEFECTS
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The number of nonconformitiesis plotted for each inspection unit (100
printed circuit boards). The center lineis plotted at the average value for ¢
19.8. The 3-sigma upper and lower control limits are labeled on the right
sideat 33.2 and 6.5. Thevalue at case 6 is below the LCL, and the value at
case 20 isabovethe UCL. The processis not in control.
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U Chart

The U Chart isthe attribute control chart for nonconformities per unit. Itis
used in controlling the nonconformities per unit when the sample sizeis not
one inspection unit. The ¢ chart discussed earlier (page 339) is used when
the sample sizeis one.

Specification U Chart

Wariables Defect Count % anable

‘ | ’ | IDEFEETS
Sample Size—— Cancel |
* Constant
" Wariable il

Sample Size Conztant ’7

u
*  Compute Fram D ata
5 ™ Standard Value

Sample Size Wariable e T (0 I—

I—
ﬂ ﬂ Last Caze For u [Opt) I
Standard u I

First move the name of the variable containing the number of defects for
each sample to the Defect Count Variable box. If the samplesizeis
constant, select the Constant sample size radio button and enter the sample
size in the Sample Size Constant edit control. If the sample sizeis not
always the same, select the Variable sample size radio button and move the
name of a second variable that contains the sample size for each case to the
Sample Size Variable box.

The center line and control limits are computed from u, the number of
nonconformities per unit. You can enter a standard or historical value for u,
or you can use the average value of u computed from the data. When uis
estimated from the data, you can specify the first and last case number used
to compute the average value. If these case numbers are left blank, asin the
dialog box above, all cases are used. When you select Standard Value, you
must enter avalue in the Standard u edit control.
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Example We use data from Montgomery (1991, p. 181) for our example. Five
personal computers were periodically sampled from the final assembly line
and inspected for defects. The inspection unit was one computer. The
sample size wasfive.

Thetotal number of defects for each sample of five computers are listed
below, and are stored in the file Sample Data\computers.sx.

CASE DEFECTS CASE DEFECTS
1 10 11 9
12 12 5
8 13 7
14 14 11
10 15 12
6
11 17 8
7 18 10
10 19 7
15 20 5

COONOUNWN
=
o
I
o

[

The variable for the defect counts and the sample size are entered in the u
chart dialog box on the preceding page. The results are presented in the

figure below.
U Chart of DEFECTS
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The process appears to be in control.
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X Bar Chart

The X Bar Chart, which plots sample averages, is used to control the
process average of avariable. A quantitative quality characteristic, such as
the diameter of apistonring, is called avariable. This chart is normally
used in conjunction with either the R chart or the S chart to control the
variability in the process.

Specification The X bar chart requires that the quality characteristic is sampled with a
sample size of at least two (use the | chart when the sample sizeis one).
The data must be arranged in a Statistix data set so each case represents one
sample and the individual measurements of a sample are recorded in
separate variables (see the example data on the next page). If your data are
presented in a single column, you can use the Unstack command to
rearrange the data (see Chapter 2).

X Bar Chart
Y ariables # Bar Chart " ariables
=Eere .
[
®3 |
i Cancel
5
Help |

i+ Compute From Data " S Bar

" Standard Value
First Casze For Mu [Opt] I'I

Standard Mu I Last Caze Far Mu [Opt) |25

Standard Sigma

Sigma E stimate Metho
"Mg and Sigma————— ’76 R Bar

¥ Test Special Causes

Move the names of the variables containing the individual measurements of
the quality characteristic to the X Bar Chart Variables list box. You must
select at |east two variables, but no more than 20.

The center line and control limits are computed from the mean (mu) and
standard deviation (sigma) of the process. Y ou can choose to enter standard
or historical valuesfor mu and sigma, or you can have estimates computed
from the data. If you select the Compute From Data radio button, you must
also select a method for estimating sigma—the R-Bar or S-Bar method.
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Y ou should choose the method that corresponds to the control chart you're
using to control the process variability, either the R chart or the S chart.

Y ou can also specify the First Case and Last Case to use to compute mu
and sigma. If these case numbers are left blank, all cases are used.

If you select the Standard Value method, you must enter valuesin the
Standard Mu and Standard Sigma edit controls.

Check the Test Special Causes check box to have eight tests for special

causes performed. These tests are described on the next page.

Example We use data from Montgomery (1991, p. 206) for our example. The data
are listed below, and are stored in the file Sample Data\pistons.sx.

CASE X1 X2 X3 X4 X5

1 74.030 74.002 74.019 73.992 74.008

2 73.995 73.992 74.001 74.011 74.004

3 73.988 74.024 74.021 74.005 74.002

4 74.002 73.996 73.993 74.015 74.009

5 73.992 74.007 74.015 73.989 74.014

6 74.009 73.994 73.997 73.985 73.993

7 73.995 74.006 73.994 74.000 74.005

8 73.985 74.003 73.993 74.015 73.988

9 74.008 73.995 74.009 74.005 74.004
10 73.998 74.000 73.990 74.007 73.995
11 73.994 73.998 73.994 73.995 73.990
12 74.004 74.000 74.007 74.000 73.996
13 73.983 74.002 73.998 73.997 74.012
14 74.006 73.967 73.994 74.000 73.984
15 74.012 74.014 73.998 73.999 74.007
16 74.000 73.984 74.005 73.998 73.996
17 73.994 74.012 73.986 74.005 74.007
18 74.006 74.010 74.018 74.003 74.000
19 73.984 74.002 74.003 74.005 73.997
20 74.000 74.010 74.013 74.020 74.003
21 73.988 74.001 74.009 74.005 73.996
22 74.004 73.999 73.990 74.006 74.009
23 74.010 73.989 73.990 74.009 74.014
24 74.015 74.008 73.993 74.000 74.010
25 73.982 73.984 73.995 74.017 74.013
26 74.012 74.015 74.030 73.986 74.000
27 73.995 74.010 73.990 74.015 74.001
28 73.987 73.999 73.985 74.000 73.990
29 74.008 74.010 74.003 73.991 74.006
30 74.003 74.000 74.001 73.986 73.997
31 73.994 74.003 74.015 74.020 74.004
32 74.008 74.002 74.018 73.995 74.005
33 74.001 74.004 73.990 73.996 73.998
34 74.015 74.000 74.016 74.025 74.000
35 74.030 74.005 74.000 74.016 74.012
36 74.001 73.990 73.995 74.010 74.024
37 74.015 74.020 74.024 74.005 74.019
38 74.035 74.010 74.012 74.015 74.026
39 74.017 74.013 74.036 74.025 74.026
40 74.010 74.005 74.029 74.000 74.020

Automotive piston rings were sampled from aforge. Five rings were taken
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Tests for
Special
Causes

per sample. Theinside diameter of the piston ring—listed on the preceding
page—was recorded.

The parameters for the X bar chart are specified in the dialog box on page
343. Note that cases 1 through 25 have been entered as the cases (or
samples) to use to estimate mu and sigma. The results are presented below.

X Bar Chart for X1 X2 X3 X4 X5
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Case NMum ber

sigma ?.785E-03 E(R bar) 0.0228 (cases 1-25) Exceptions: 3537,38.3%9.40

The sample averages are plotted for each case. The values for the center
line and the 3-sigma control limits are labeled on theright side. The
estimates for sigma and expected R bar computed from the first 25 cases are
given in the footnote.

Note the upward drift in the process mean, starting around case 34. The

points at cases 37, 38, and 39 exceed the UCL. The points at cases 36 and
40 are marked with a’5. This means that these points failed test number 5:
two out of three consecutive pointsin zone A (beyond the 2-sigma limits).

A “special cause”, or “assignable cause”, is signaled on control charts when
apoint is plotted outside the 3-sigma control limits. In addition to a point
outside the UCL and LCL, there are other tests based on patterns of more
than one point that can be applied to the X bar and | charts. These tests are
summarized by Nelson (1984).
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When these tests are selected, Statistix will indicate an out of control point
using adigit indicating the test that caused the signal. If a point fails more
than one test, the lowest digit is used to mark the point.

Test #1: A point outside the 3-sigma control limits.

Test #2: Nine pointsin arow on one side of the center line.

Test #3: Six pointsin arow, either all increasing or all decreasing.

Test #4: Fourteen pointsin arow, aternating up and down.

Tests#5 through #8 refer to
zonesA, B,and C. ZoneA is
the area of the chart between
the 2- and 3-sigmalines. Zone
B isthe area between the 1- 0
and 2-sigmalines. ZoneCis ]
the area between the center line
and the 1-sigmaline.

@O0 @]

Test #5: Two out of three
pointsin arow in zone A or
beyond on one side of the center line.

Test #6: Four out of five pointsin arow in zone B or beyond on one side of
the center line.

Test #7: Fifteen pointsin arow in zone C on either side on the center line.

Test #8: Eight pointsin arow on either side of the center line, but none of
themin zone C.

By using a number of these tests at once, you increase the sensitivity of the
control chart. But you also increase the chance of afalse alarm.
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R Chart

The R Chart, which plots sample ranges, is used to control the process
variability of avariable. A quantitative quality characteristic, such as the
diameter of apiston ring, iscalled avariable. The S chart is an alternative
control chart for process variability.

Specification The R chart requires that the quality characteristic is sampled with a sample
size of at least two (use the MR chart when the sasmple sizeisone). The
data must be arranged in a Statistix data set such that each case represents
one sample and the individual measurements of a sample are recorded in
separate variables. If your data are presented in a single column, you can
use the Unstack command to rearrange the data (see Chapter 2).

R Chart K|
Wariables R Chart Yariables

§§ Cancel |
_ e |

®5
Help

*  Compuite Fram D ata

Sigma——————
’71" Standard Value

First Caze For Sigma [Opt] I
Last Caze For Sigma [Opt] I
Standard Sigma I

Select the names of the variables containing the individual measurements of
the quality characteristic and move them to the R Chart Variables list box.
Y ou must select at |east two variables, but no more than 20.

The center line and control limits are computed from the standard deviation
(sigma) of the process. You can chooseto enter a standard or historical
value for sigma, or you can have an estimate computed from the data. If
you select the Compute From Data radio button, you can specify the First
Case and Last Case to use to compute sigma. If these case numbers are left
blank, all cases are used.
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348

If you select the Standard Value method, you must enter avaluein the
Standard Sigma edit control.

We use example data from Montgomery (1991, p. 206) for our example.
Automotive piston rings were sampled from aforge. Five rings were select-
ed per sample. Theinside diameter of each piston ring was measured. This
data set is aso used as the X Bar Chart example and is listed on page 344.
The data are avail able from the file Sample Data\pistons.sx.

The R chart model is specified in the dialog box on the preceding page.
The results are presented below.

R Chart for X1 X2 X3 X4 X5
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The sample ranges are plotted for each case. The valuesfor the center line
and the 3-sigma control limits are labeled on the right side. The value used
for sigma, in this case estimated from the data, is given at the bottom of the
R chart.
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S Chart

The S Chart, which plots sample standard deviations, is used to control the
process variability of avariable. A gquantitative quality characteristic, such
as the diameter of apiston ring, iscaled avariable. The R chart discussed
earlier is another control chart for process variability.

Specification The S chart requires that the quality characteristic is sampled with a sample
size of at least two (use the MR chart when the sasmple sizeisone). The
data must be arranged in a Statistix data set so each case represents one
sample and the individual measurements of a sample are recorded in
separate variables. If your data are presented in a single column, you can
use the Unstack command to rearrange the data (see Chapter 2).

S Chart K|
Wariables 5 Chart Yariables

§§ Cancel |
_ e |

®5
Help

*  Compuite Fram D ata

Sigma——————
’71" Standard Value

First Caze For Sigma [Opt] I
Last Caze For Sigma [Opt] I
Standard Sigma I

Select the names of the variables containing the individual measurements of
the quality characteristic and move them to the S Chart Variables list box.
You must list at least two variables, but no more than 20.

The center line and control limits are computed from the standard deviation
(sigma) of the process. You can chooseto enter a standard or historical
value for sigma, or you can have an estimate computed from the data. If
you select the Compute From Data radio button, you can specify the First
Case and Last Case to use to compute sigma. If these case numbers are left
blank, all cases are used.
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350

If you select the Standard Value method, you must enter avaluein the
Standard Sigma edit control.

We use datafrom Montgomery (1991, p. 206) for our example. Automotive
piston rings were sampled from aforge, five rings per sasmple. Theinside
diameter of the piston ring was the quality characteristic of interest. This
data set was also used asthe X Bar Chart example and is listed on page 344.
The data are avail able from the file Sample Data\pistons.sx.

The S chart model is specified in the dialog box on the preceding page. The
results are displayed below.

S Chart for X1 X2 X3 X4 X5
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The sample standard deviations are plotted for each sample. The values for
the center line and the 3-sigma control limits are labeled on the right side.
The value used for sigma, in this case estimated from the data, is given at
the bottom of the S chart.
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| Chart

Thel Chart isthe control chart for individuals used to control the process
mean. This chart is sometimes called the X chart. The process variability
is estimated from the moving range, which is the difference between two
successive observations. The MR chart is the companion chart used to
control the process variability.

Specification I Chart
Y ariables | Chart Y ariahle

‘ | } | IVISEDSITY
"Mg and Sigma——— Cancel |

¥ Compute Fram Data
 Standard Value Help |

First Caze For Mu [Opt) I'l_
Last Caze For Mu [Opt] |15—
Standard Mu I—
Standard Sigma I—

[~ Test Special Cauzes

Select the name of the variable that contains the individual observations and
moveit to the | Chart Variable box.

The center line and control limits are computed from the mean (mu) and
standard deviation (sigma) of the process. Y ou can choose to enter
standard or historical values for mu and sigma, or you can have estimates
computed from the data. If you select the Compute From Data radio
button, you can specify the First Case and Last Case to use to compute mu
and sigma. |If these case numbers are left blank, all cases are used.

If you select the Standard Value method, you must enter valuesin the
Standard Mu and Standard Sigma edit controls.

Check the Test Special Causes check box to have eight tests for specia
causes performed. These tests are described on page 345.
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Example We use data from Montgomery (1991, p. 242) for our example. The
viscosity of batches of aircraft paint primer was measured. Becauseit takes
several hours to make one batch of primer, it wasn’t practical to accumulate
samples of more than one batch. The data from 30 batches of primer are
listed below. The data are available from the file Sample Data\paint.sx.

CASE VI SCOSI TY CASE VI SCOSI TY
1 33.75 16 33.50
2 33.05 17 33.25
3 34.00 18 33. 40
4 33.81 19 33.27
5 33. 46 20 34.65
6 34.02 21 34.80
7 33.68 22 34.55
8 33.27 23 35.00
9 33. 49 24 34.75
10 33.20 25 34.50
11 33.62 26 34.70
12 33.00 27 34.29
13 33.54 28 34.61
14 33.12 29 34.49
15 33.84 30 35.03

The dialog box on the preceding page specifiesthe | chart model. Cases 1-
15 are used to estimate the process mean and standard deviation. The
results are as follows:

| Chart for VISCOSITY
o ’F\ ;’h 34802
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Case Number

sigma 042462 E MR bar) 04807 [cases 1-15) Exceplions: 23,30

The individual observed values of primer viscosity are plotted for each case.
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Note the shift in the process mean at case 20. Two points are plotted above
the UCL. Thisprocessis clearly out of control.

MR Chart

The MR Chart isthe control chart for individuals used to control process
variability. The process variability is estimated from the moving range, the
difference between two successive observations: MR = |, - X, 4|.

Specification MR Chart =]l
Warniahlez MR Chart “fariable

‘ | } | IUISEDSITY H
"Mg and Sigma—— Cahcel |

% Compute Fram Data
= Standard Yalue Help |

First Caze For Mu [Dpt] I'I_
Last Caze For Mu [Opt) |15—
Standard Mu I—
Standard Sigma I—

Select the name of the variable that contains the individua observations and
move it to the MR Chart Variable box.

The center line and control limits are computed from the standard deviation
(sigma) of the process. You can choose to enter a standard or historical
value for sigma, or you can have an estimate computed from the data. If
you select the Compute From Data radio button, you can specify the First
Case and Last Case to use to compute sigma. If these case numbers are left
blank, all cases are used.

If you select the Standard Value method, you must enter avaluein the
Standard Mu edit control.
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We use datafrom Montgomery (1991, p. 242) for our example. The
viscosity of batches of aircraft paint primer was measured. Becauseit takes
several hours to make one batch of primer, it wasn’t practical to accumulate
samples of more than one batch. The example uses 30 batches of primer.
This data set was aso used for the | Chart example and is listed on page
352. The data are available from the file Sample Data\paint.sx.

The dialog box on the preceding page specifies the MR chart model. Cases
1-15 are used to estimate the process standard deviation. The results are
presented below.

MR Chart for VISCOSITY

1.5713

Case Num ber

sigma 04262 [cases 1-15)

The moving ranges are plotted for each case, starting with the second case.
The center line and 3-sigma UCL are labeled on theright side. The
estimates for sigma and expected MR bar, based on the first 15 cases, are
given in the footnote.

The spike at case 20 signal s the shift in the process mean observed in the
example | chart shown on page 352.

Montgomery (1991) warns that caution should be used when examining

patternsin MR charts. Because the moving ranges are correlated, runsand
patterns arise naturaly in the charts.
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EWMA Chart

Specification

The EWMA Chart isacontrol chart for variables used to control the
process mean. The value plotted on the chart is an exponentially weighted
moving average incorporating data from all previous samples as well asthe
sample mean itself. This chart reacts faster than the X bar chart to small
shiftsin the process mean but reacts slower to large shifts.

The EWMA chart requires that the data be arranged so that each case
represents one sample and the individual measurements of a sample are
recorded in separate variables. If your sample sizeis greater than one but
your data are presented in a single column, use the Unstack command to
rearrange the data (see Chapter 2).

EwMA Chart
Y ariables E'wtdé Chart Y ariables

o
KNI
ii Cancel |
*5

Help |

Sigma E stimate Metho
"Mg and Sigma————— ’76 R Bar

i+ Compute From Data " S Bar

" Standard Value
First Casze For Mu [Opt] I'I

Standard hu I Last Caze Far Mu [Opt] |25
Standard Sigma I E'whA Weight  |015

Move the names of the variables containing the individual measurements of
the quality characteristic to the EWMA Chart Variableslist box. The
number of variables selected equals the sample size, which must be
constant.

The center line and control limits are computed from the mean (mu) and
standard deviation (sigma) of the process. Y ou can choose to enter standard
or historical valuesfor mu and sigma, or you can have estimates computed
from the data. If you select the Compute From Data radio button, you must
also select a method for estimating sigma—the R-Bar or S-Bar method.

Y ou can also specify the First Case and Last Case to use to compute mu
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and sigma. If these case numbers are left blank, all cases are used.

If you select the Standard Value method, you must enter valuesin the
Standard Mu and Standard Sigma edit controls.

The EWMA chart requires a EWMA Weight that determines the extent to
which past observations influence the exponentially weighted moving
average plotted on the chart. A small weight resultsin aslow responseto
new values; alarge weight resultsin afast response to new values. Vaues
used for the weight are normally in the range 0.05 - 0.25.

We use datafrom Montgomery (1991, p. 206) for our example. Automotive
piston rings were sampled from aforge, five rings per sasmple. Theinside
diameter of the piston ring was recorded. These data were also used for the
X Bar Chart example and are listed on page 344. The dataare available
from the file Sample Data\pistons.sx.

The EWMA chart is specified in the dialog box on the preceding page. The
results are as follows:

EWMA Chart for XT X2 X3 X4 X5

740124

74007 o

74.004%
74002 Gm Qg.@-@m QJ@
”QW o e

17 25 32 41

7A5974

w0

Case Num ber

Weight 0.15 sigma 2.785E-03 E(R bar) 0.0228 [cases 1-25) Exxeptions: 37 ..

The process mean and 3-sigma control limits are reported on the right, and
the process standard deviation (sigma) is reported at the bottom.
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Survival Analysis

Surmmary Statistics

Orne, Two, Muli-Sample Tests
Linear Models

Azzociation Tests
Bandomness/Mormality Tests
Time Seriez

Buality Contral

3
3
3
3
3
3
3
3

Kaplan-kdeier

Surwival Analysiz

FProbability Functions... Two-Sample Survival Tests

Multi-5Sample Survival Tests
tantel-Haenzel Test

Propartional Hazard: Regrezzion

The statistical procedures in the chapter are used to analyze surviva time
data. Survival timeis defined as the time to the occurrence of a specific
event, which may be the development of a disease, response to a treatment,
relapse, or death. Survival analysis has been extended to fields beyond
biomedical studies to include electrical engineering, sociology, and
marketing. For example of survival time in sociology might be the duration
of first marriage.

A common complication of survival data are censored observations. A
censored observation is one where the given event of interest was not
recorded, either because the subject was lost to the study, or because the
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study ended before the event occurred. The emphasis of the proceduresin
the chapter are those that can handle censored observations.

The distribution of survival times are described using the survivorship
function (or survivor function) and the hazard function. The survivorship
function S(t) is defined as the probability that an individua survives longer
thant. The hazard function h(t) givesthe conditional failurerate. It’'sthe
probahility of failure during a small timeinterval assuming that the
individual has survived to the beginning of the interval.

The Kaplan-Meier procedure computes the Kaplan-Meier product limit
estimates of the survival functions. This method of estimating the survival
functions can handle censored data and does not require any assumptions
about the form of the survival function. It isappropriate for small and large
data sets. The survivorship and hazard functions can be plotted.

The Two-Sample Survival Tests procedure computes five nonparametric
tests for comparing two survival distributions: Gehan-Wilcoxon Test, Cox-
Mantel Test, Logrank Test, Peto-Wilcoxon Test, and Cox's F Test. These
tests are based on the ranks of the survival times and work for censored or
uncensored observations.

The Multi-Sample Survival Tests procedure computes three
nonparametric tests for comparing three or more survival distributions:
Gehan-Wilcoxon Test, Logrank Test, and the Peto-Wilcoxon Test. These
tests are extensions of the Kruskal-Wallis test discussed in Chapter 5 and
the two-sample survival tests. These tests can be used to compare survival
times for censored data.

The Mantel-Haenzel Test is used to compare survival experience between
two groups when adjustments for other prognostic factors are needed. It's
often used in clinical and epidemiologic studies as a method of controlling
the effects of confounding variables.

The Proportional Hazar ds Regression procedure computes Cox’s
proportional hazards regression for survival data. It can be used to establish
the statistical relationship between survival time and independent variables
or covariates measured on the subjects. The reportsinclude aregression
coefficient table, likelihood test for the overall model, and a variance-
covariance matrix of the coefficients. The regression coefficients can be
used to compute relative risk, a measure of the effect of afactor ona
subject’s survival time.
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The procedures in this chapter concentrate on survival time analyses that
can handle censored data. Many other proceduresin Statistix are useful for
analyzing uncensored survival time data. These include the Wilcoxon
Rank Sum Test and Kruskal-WallisAOV in Chapter 5, Logistic

Regr ession in Chapter 6, and Two By Two Tables and Spearman Rank
Correlationsin Chapter 8.
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Kaplan-Meier

Specification

360

This procedure computes the Kaplan-Meier product limit estimates of the
survival functions. This method of estimating the survival functions can
handle censored data and does not require any assumptions about the form
of the survival function. Itisappropriate for small and large data sets.

The procedure produces a survival function table, a percentile with
confidence limits reports, survivorship function plot, and hazard function
plot.

Kaplan-Meier E
Wariablez Time *ariable

T

Event Yariable Cancel |
il Ll IW Help |
Group Y ariable [Dptional)
Al

LC.I. Percent Coverage

—

Select the name of the variable containing the survival times and moveit to
the Time Variable box. Select the variable used to indicate whether or not
the event of interest (e.g., death) occurred or not and move it to the Event
Variable box. The event variable must be coded O if the event did not occur
(i.e., censored observation) and 1 if the event did occur (i.e., uncensored
observation).

Y ou can specify a grouping variable using the Group Variable box. The
values of the group variable are used to divide the survival timesinto
groups of interest (e.g., treatment). If you specify a group variable, survival
functions are computed separately for each group.

The product-limit table displays confidence intervals for the survivorship

function. Y ou can change the C.1. Percent Coverage for the confidence
intervals.
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Data
Restrictions

Example

The event variable must be an integer or real variable and may only contain
thevalues0 and 1. The group variable, if used, may be of any data type.
Real values are truncated to whole numbers and must be no larger than
99,999. Strings are truncated to ten characters.

The example data are invented remission durations for 10 patients with
solid tumors used for illustration by Lee (1992, p. 71). Six patients relapse
a 3.0, 6.5, 6.5, 10, 12, and 15 months; 1 patient is lost to follow-up at 8.4
months; and 3 patients are still in remission at the end of the study after 4.0,
5.7, and 10 months. The remission times and relapse event indicators are
stored in the variables TIME and RELAPSE.

CASE TI ME RELAPSE
1 3.0 1
2 4.0 0
3 5.7 0
4 6.5 1
5 6.5 1
6 8.4 0
7 10.0 1
8 10.0 0
9 12.0 1
10 15.0 1

The analysisis specified using the dialog box of the preceding page. The
first report displayed after pressing the OK button is the product-limit
survival function table displayed below.

Kapl an- Mei er Product-Limt Survival Distribution
Time Vari abl e: TI ME
Event Variable: RELAPSE

Cen- At Lower Upper

Time Died sored Risk 95% C. | . S(t) 95% C. | . SE S(t) H(t)
3.0 1 0 10 0.6137 0.9000 0.9808 0. 0949 0.1054
4.0 0 1 9

5.7 0 1 8

6.5 2 0 7 0.3581 0.6429 0. 8531 0.1679 0.4418
8.4 0 1 5

10.0 1 1 4 0.2066 0.4821 0.7690 0.1877 0.7295
12.0 1 0 2 0.0688 0.2411 0.5772 0. 1946 1.4227
15.0 1 0 1 0. 0000 0.0000 0. 0000 0. 0000 M

The table has one row for each distinct survival time. The column labeled
“DIED” givesthe number of subjects that had the event of interest recorded
at the survival time for the row. Inthis example, it'sthe number of patients
that relapsed. The column labeled “CENSORED” gives the number of
censored observations at the survival time for therow. The“AT RISK”
column gives the number of subjects still in the study before the survival
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Kaplan-Meier
Results Menu

Percentiles

362

timefor therow. The valuesfor the survivorship function are given in the
column labeled “ S(t)” for each survival time that a death (relapse in this
example) occurred. The lower and upper confidence limits, and the
standard error of the survivorship function are also given. Thelast column
gives the value of the hazard function (H(t)) for each survival time.

Once you' ve specified and computed a Kaplan-Meier analysis, a Results
menu appears on the menu at the top of the Statistix window. Select the
Results menu to access the pull-down menu displayed bel ow.

Results
|v Product-Limit Table
Percentiles. ..

Survivorzhip Function Plot
Hazard Funchion Flot
Titles. ..

Graph Preferences...

Optionz...

Select Product-Limit Table from the menu to redisplay the results presented
on the preceding page. Select Options from the menu to return to the
Kaplan-Meier dialog box used to generate these results. The remaining
options are discussed below.

One of the statistics that we want to find when analyzing survival analysis
dataisthe median surviva time. The Percentile report gives the median
survival time with confidence limits, plus the values for other percentiles
that may interest you. Select Percentiles from the Results menu and a
dialog box like the one shown below appears.

K.aplan-Meier - Percentiles i x|

Percentile Levels [2.g., 25 50 75)
10255075 50

LC.|. Percent Coverage Cancel |
ISE
Help |

List one or more percentile values in the Percentiles Levelsbox. You can
change the C.I. Percent Coverage value. Press OK to display the report.
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The report for the example tumor remission datais given below.

Kapl an- Mei er Survivorship Percentiles
Time Vari abl e: TI ME
Event Variable: RELAPSE

Lower Upper
Percentile 95% C. | . Ti me 95% C. | .
90 3.000 5.700 6.500
75 3.000 6.500 12. 000
50 6.500 9.822 M
25 10. 000 11.926 M
10 12. 000 13.756 M

The median remission duration for the example datais 9.822 with a 95%
lower limit of 6.500. The upper limit can’t be computed because of the
insufficient number of uncensored observations, so an M is displayed.

Survivorship Select Survivorship Function Plot from the Results menu to plot the

Function Plot survivorship function. If agroup variable was specified on the Kaplan-
Meier dialog box, aseparate lineis plotted for each group. The
survivorship function for the example remission datais displayed below.

Kaplan-Meier PL Survivorship Function
|

0.754

]
b
o

Survivorship S(f)

0.00 4
T T T

Survival Time

Time warioble: TIME Event variable: RELAPEE

Hazard Select Hazard Function Plot from the Results menu to plot the hazard
Function Plot function. If agroup variable was specified on the Kaplan-Meier dialog box,
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aseparate lineisplotted for each group. The hazard function for the
example remission data is displayed below.

Hazard Function Plot

Hazard Function

0.0 4

Survival Time

Tim e varioble: TIME  Event variable: RELAPSE

Computation- Computationsfollow Lee (1992). The confidence intervals are computed
al Notes using the technique described by Simon and Lee (1982).
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Two-Sample Survival Tests

Specification

Data
Restrictions

Example

This procedure computes five nonparametric tests for comparing two
survival distributions: Gehan-Wilcoxon Test, Cox-Mantel Test, Logrank
Test, Peto-Wilcoxon Test, and Cox's F Test. These tests are based on the
ranks of the survival times and work for censored or uncensored
observations.

Two-Sample Survival Tests E
Wariables Time Varable
4 | 3 | |T|ME
Event Wariable Cancel |
RELAPSE
LT i |

Group Yariable

] —

Select the variable that contains the survival times and move it to the Time
Variable box. Select the variable used to indicate whether or not the event
of interest (e.g., death) occurred or not and move it to the Event Variable
box. Move the variable used to identify the two groups to the Group
Variable box.

The event variable must be an integer or real variable and may only contain
thevaluesOand 1. The group variable may be of any data type but must
have exactly two values. Real values are truncated to whole numbers and
must be no larger than 99,999. Strings are truncated to ten characters.
Cox’s F-Test is only computed for complete of singly censored data.

The example data are from Lee (1992, p. 107). Ten female patients with
breast cancer are randomized to receive either CMF (cyclic administration
of cyclophosphamide, methatrexate, and fluorouracil) or no treatment after
aradical mastectomy. The remission times recorded at the end of two years
are given on the next page.
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CASE TI ME RELAPSE TRT
CMF
CMF
CMF
CMF
CMF
Control
Control
Control
Control
Control

COO~NO U WN R
=N
(SIS
RPRrRRRPRRLROOOOSR

[

The analysisis specified in the dialog box on the preceding page. The
results are displayed below.

Two- Sampl e Survival Tests
Time Vari abl e: TI ME
Event Variable: RELAPSE

Group Variable: TRT (CMF, Control)

Gehan-W | coxon Test Cox- Mant el Test
w 18. 000 U 2.7500
Var (W 57.778 I 1.0875
z 2.37 C 2.64
P 0.0179 P 0.0084

Logrank Test Pet o- W | coxon Test
S 2.7500 S 2.1313
Var ( S) 1.2106 Var ( S) 0.7651
L 2.50 z 2. 44
P 0.0124 P 0.0148

All four tests provide strong evidence that the two treatments are different.
The positive sign of the test statistics (Z, C, L, and Z respectively) indicate
that the first treatment, CMF, is more effective than the second.

The Cox’s F-Test can only be used for singly censored or complete samples.
The results above to not include Cox’s F-Test because the data are
progressively censored. Consider a second example containing singly
censored data. In an experiment comparing two treatments for solid tumor,
six mice are assigned to treatment A and six to treatment B (Lee, 1992, p.
115). The experiment is terminated after 30 days. The following survival
times are recorded (+ indicates censored observations).

Treatment A: 8, 8, 10, 12, 12, 13
Treatment B: 9, 12, 15, 20, 30+, 30+

All of the mice die except for two mice that were still aive at the end of the

study. The anaysisis specified in the same manner as before. The results
are displayed on the next page.
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Computation-
al Notes

Two-sampl e Survival

Time Vari abl e: TI ME
Event Variable: DIED

Group Variable: TRT

Gehan-W | coxon Test

w -24.000
VAR( W 152. 73
z -1.94
P 0.0521

Logrank Test

s -2.8306
VAR( S) 2.0583
L -1.97
P 0.0485

Cox's F Test

F 0.25
DF 12, 8
P 0. 0305

Tests

(A,

B)
Cox- Mant el Test
U -2.8306
| 1.6037
C -2.24
P 0.0254

Pet o- W | coxon Test

s -2.1667
VAR( S) 1.0795
z -2.09
P 0.0370

Chapter 12, Survival Analysis

Theresultsfor the five different tests are similar. Lee (1992) discusses
under what circumstances one test may be more powerful than another.

The computations for these tests can be found in Lee (1992).
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Multi-Sample Survival Tests

Specification

Data
Restrictions

Example

368

This procedure computes three nonparametric tests for comparing three or
more survival distributions: Gehan-Wilcoxon Test, Logrank Test, and the
Peto-Wilcoxon Test. These tests are extensions of the Kruskal-Wallis test
discussed in Chapter 5 and the two-sample survival tests discussed in the
preceding section. These tests can be used to compare survival times for
censored data.

Multi-Sample Survival Tests

Wanables Time Yanable

RS [ca—
Event Variable Cancel
Kl

IW Help
0 03 | A—

Plel

Group Y ariable

Select the variable that contains the survival times and move it to the Time
Variable box. Select the variable used to indicate whether or not the event
of interest (e.g., death) occurred or not and move it to the Event Variable
box. Move the variable used to identify the various groups to the Group
Variable box.

The event variable must be an integer or real variable and may only contain
thevaluesOand 1. The group variable may be of any datatype. Real
values are truncated to whole numbers and must be no larger than 99,999.
Strings are truncated to ten characters.

The example data are from Lee (1992, p. 127). Three different treatments
are given to leukemia patients. We're interested in determining whether
differencesin remission times exist between the three groups. The
remission times are given in the table on the next page, and are stored in the
file Sample Data\leukemia.sx. The variable RELAPSE indicates whether
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each patient relapsed or not.

CASE TI ME RELAPSE TRT CASE TI ME RELAPSE TRT
1 4 1 1 34 75 1 2
2 5 1 1 35 99 1 2
3 9 1 1 36 103 1 2
4 10 1 1 37 162 1 2
5 12 1 1 38 169 1 2
6 13 1 1 39 195 1 2
7 10 1 1 40 220 1 2
8 23 1 1 41 161 0 2
9 28 1 1 42 199 0 2

10 28 1 1 43 217 0 2
11 28 1 1 44 245 0 2
12 29 1 1 45 8 1 3
13 31 1 1 46 10 1 3
14 32 1 1 47 11 1 3
15 37 1 1 48 23 1 3
16 41 1 1 49 25 1 3
17 41 1 1 50 25 1 3
18 57 1 1 51 28 1 3
19 62 1 1 52 28 1 3
20 74 1 1 53 31 1 3
21 100 1 1 54 31 1 3
22 139 1 1 55 40 1 3
23 20 0 1 56 48 1 3
24 258 0 1 57 89 1 3
25 269 0 1 58 124 1 3
26 8 1 2 59 143 1 3
27 10 1 2 60 12 0 3
28 10 1 2 61 159 0 3
29 12 1 2 62 190 0 3
30 14 1 2 63 196 0 3
31 20 1 2 64 197 0 3
32 48 1 2 65 205 0 3
33 70 1 2 66 219 0 3

The analysisis specified using the dialog box on the preceding page. The
results are shown below.

Mul ti-Sample Survival Tests
Time Vari abl e: TI ME
Event Variable: RELAPSE

Gehan- W | coxon Test Logrank Test Peto-W | coxon Test

TRT N Sum Mean Sum Mean Sum Mean
1 25 -273.00 -10.920 6. 6349 0.2654 4.1072 0.1643

2 19 170. 00 8.9474 -3.6934 -0.1944 -2.6586 -0.1399

3 22 103. 00 4.6818 -2.9415 -0.1337 -1.4486 -0.0658
Chi - Square 3.61 3.81 3.46
DF 2 2 2
P 0.1643 0. 1485 0.1769

The p-values for all three tests are larger than 0.05. The data do not show
significant differences among the three treatments.

Chapter 12, Survival Analysis 369



Mantel-Haenzel Test

Specification

Data
Restrictions

370

The Mantel-Haenzel Test is used to compare survival experience between
two groups when adjustments for other prognostic factors are needed. It's
often used in clinical and epidemiologic studies as a method of controlling
the effects of confounding variables. The data are stratified by the
confounding variable and cast into a sequence of 2 X 2 tables.

Mantel-Haenzel Test

Wanables Count Yanable [Optional)

W R
Bov Y ariable Cancel |
_ b |

IEHD
il Ll Help
Colurnn Y ariable

4 | b | IEHEILEST
Strata Wariable

T

Thetest builds a series of 2 X 2 contingency tables. The data can be
presented as raw data where each case represents one subject. Or the data
can be tabulated where each case in the data set represents one cell in the
contingency table. Inthe later case, acount variable is needed to supply
Satistix with the counts for each cell of thetable. If your data are already
tabul ated, move the variable containing the counts to the Count Variable
box. If your data are not tabulated, leave the Count Variable box empty.

Move the categorical variable that you want to use to identify the rows of
the 2 X 2 tables to the Row Variable box. Move the categorical variable
that you want to use to identify the columns to the Column Variable box.
Move the categorical variable that you want to use to identify the levels of
the confounding factor to the Strata Variable box.

The row, column, and strata variables may be of any datatype. Real values
are truncated to whole numbers and must be no larger than 99,999. Strings
are truncated to ten characters. The maximum number of stratais 500.
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Example

Computation-
al Notes

The example data are from Lee (1992). Five hundred and ninety-five
people participate in a case control study of the association of cholesterol
and coronary heart disease (CHD). Among them, 300 people are known to
have CHD and 295 do not. To find out if elevated cholesterol is
significantly associated with CHD, the investigator decides to control the
effects of smoking. The study subjects are divided into two strata: smokers
and nonsmokers. The data are presented below (see Sample Data\CHD.sx).

CASE COUNT CHD CHOLEST SMOKE

1 120 W th CHD El evat ed Smokers
2 20 W O CHD El evat ed Smokers
3 80 W th CHD Nor mal Smokers
4 60 W O CHD Nor mal Smokers
5 30 W th CHD El evat ed Nonsmoker s
6 60 W O CHD El evat ed Nonsmoker s
7 70 W th CHD Nor mal Nonsmoker s
8 155 W O CHD Nor mal Nonsmoker s

The data are aready tabulated with the counts in the variable COUNT. The
analysisis specified on the preceding page. Theresultsare displayed
below. Cholesterol

Mant el - Haenzel Test

SMOKE CHOLEST
Per cent
CHD Nor mal El evat ed Tot al El evat ed
Nonsmoker s W O CHD 155 60 215 27.9
W th CHD 70 30 100 30.0
TOTAL 225 90 315 28.6
Snmokers W O CHD 60 20 80 25.0
W th CHD 80 120 200 60.0
TOTAL 140 140 280 50.0
Chi - Square 16. 22
DF 1
P 0.0001

Theresults display the frequencies for the stratified 2 X 2 tablesincluding
row and column subtotals. The rightmost column displays the percent of
the second level for the column variable for each row. The chi-square for
the Mantel-Haenzel Test is 16.22 with an associated p-value of 0.0001. We
conclude that elevated cholesteral is significantly associated with CHD
after adjusting for the effects of smoking.

The computations follow Lee (1992). We do not use the correction for
continuity.
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Proportional Hazards Regression

Specification

Data
Restrictions

372

This procedure computes Cox’ s proportional hazards regression for survival
data. The model assumes that individuals have hazard functions that are
proportional to one another, that is, that the ratio of the hazard functions for
two individuals does not vary with time.

Proportional hazards regression is computed using the ranks of the survival
times. Whileitisuseful for studying the relationships among the
covariates, it can't be used to build prediction equations.

Proportional Hazards Regression E
Wariahlez Time Yariable

T

Event Yariable Cancel |
‘ | ’ | IDlED Help |

Independent W ariables

L&

Select the name of the variable containing the survival times and moveit to
the Time Variable box. Select the variable used to indicate whether or not
the event of interest (e.g., death) occurred or not and move it to the Event
Variable box. The event variable must be coded 0O if the event did not occur
(i.e., censored observation) and 1 if the event did occur (i.e., uncensored
observation). Move one or more independent variables to the Independent
Variables box. Theindependent variables can be continuous or discrete
variables. Discrete variable must entered using indicator (0 or 1) variables.

Y ou can include up to 50 independent variablesin the model. Discrete
variables must be coded using indicator (0 or 1) variables.
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Example

The example survival datain the table below are from 30 patients with

AML (Lee, 1992, p. 257). Two possible prognostic factors X1 and X2 are

considered. X1 iscoded 1if the patient was 50 years old or older, and O

otherwise. X2iscoded 1 if cellularity of marrow clot section is 100%, and

0 otherwise,
CASE TI ME DI ED X1 X2
1 18 1 0 0
2 9 1 0 1
3 28 0 0 0
4 31 1 0 1
5 39 0 0 1
6 19 0 0 1
7 45 0 0 1
8 6 1 0 1
9 8 1 0 1
10 15 1 0 1
11 23 1 0 0
12 28 0 0 0
13 7 1 0 1
14 12 1 1 0
15 9 1 1 0

TI ME DI ED X1
8 1 1
2 1 1

26 0 1
10 1 1
4 1 1
3 1 1
4 1 1
18 1 1
8 1 1
3 1 1
14 1 1
3 1 1
13 1 1
13 1 1
35 0 1

OFRPPFPOFRPRFPFRPPFPOOORFRORFRON

The analysisis specified on the preceding page. The results are displayed

bel ow.

Proportional Hazards Regression

Time Vari abl e: TI ME
Event Variable: DIED

Vari abl e Coefficient Std Error

X1 1.01317 0.45740

X2 0.35025 0.43917

Log Likelihood, No Variables -65.83
Log Likelihood, Model -63.12
Chi - Square, Overall Model 5.43
DF 2
P 0.0663

P
0.0268
0.4252

Rel Risk
2.75
1.42

The coefficient table lists the regression coefficients, standard errors of the
coefficients, z-statistics (coefficient/standard error), p-values, and relative

risks (e©°"“*™) for each independent variable. The z-statistic and the

associated p-value tests the null hypothesis that the coefficient equals zero.
Thetest for the independent variable X1 is significant at the .05 level. The
positive sign for the coefficient indicate that the older patients have a higher
risk of dying. The estimated risk of dying for patients at least 50 years of
ageis 2.75 times higher than that for patients less than 50.

The statistics below the list of regression coefficients are used to test the fit

of the overall model. The chi-square value given is called the likelihood
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Regression
Results Menu

Variance-
Covariance of
Betas

Computation-
al Notes

374

test. It tests whether the independent variables in the model contribute to
the prediction of survivorship. Thetest for this example is amost
significant at the .05 level.

Once the proportional hazards regression analysisis computed and
displayed, a Results pull-down menu appears on the menu at the top of the
Statistix window. Click on the Results menu to display the proportional
hazards regression results menu show below.

IECENEN Window  Help
|w Coefficient Table
War-covar of Betas

Optionz...

Select Coefficient Table from the menu to redisplay the regression
coefficient table displayed on the preceding page. Select Optionsto return
to the dialog box used to specify the regression model. The Var-covar of
Betas menu item is described below.

Select this option to obtain the variance-covariance matrix of the regression
coefficient estimates. The matrix for the AML example are displayed
below.

Vari ance- Covariance Matrix for Coefficients
X1 X2

X1 0.20921

X2 0.16525 0.19287

Computations follow Kalbfleisch and Prentice (1980).
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Probability Functions

Satistix offers a number of useful procedures to calculate the probabilities
for various probability distributions and the inverse functions for the stan-
dard normal, the t-distribution, and the F-distribution. The function names
and arguments are displayed at the left of the dialog box shown below,
which appears when Probability Functionsis selected from the Statistics
menu.

Probabiliy Functions

nckior
Beta (%, a. b)

Binamial [x. n. p]

Frint 41 | Help |

Chi-zquare [, df]

Caorrelation [x, n)

F Inverze [p, ditwm, dfden)

Hypergen [x1, 2. nl, nZ] DFMLUb |3
Meg-Binamial [h+x, k. p) DEDEN IED—

Poizzon [x, lambda)
T 1-Tail [=. df]

T 2-Tail [=. df]

T Irwerse [p, di]

P
-~
-~
-~
% F [« ditwm, dfden) 5 452
-~
-~
-
I
-~
-~

Resultz

; £ 2-Tail [1.98] = 0.05000
 Z1Tal () F[4.52 3, 20) = 0.01413

2 2-Tail [x)
" Z Inverse [p]

"3
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BETA (X, A, B)

First select the probability function or inverse function you want to use.
Once you' ve selected a function, the prompts for the arguments appear next
to the four edit controls. Enter numbers for each of the arguments
displayed. Inthelist of function names, the position of the random variable
isusually represented as an x, although there are some minor variations on
thiswhich are described below. Parameters are indicated in the dialog box
with logical abbreviations.

After you've entered all of the values, press the Go button and the result
will be computed and displayed in the Results list box.

Press the Print All button to print the results. The entire contents of the
Results list box are printed, then the Results box is emptied. Pressthe
Close button to exit the Probability Functions procedure.

The functions are described in detail below. We use standard notation to
describe the region of the distribution for which the probability is being
calculated. For example, the expression “Pr (y < X)” represents the
probahility of avaue of arandom variabley equal to or less than some
specified value X. The inverse functions compute the test statistic for a
lower-tail probability.

Lower-Tail Beta Probability Distribution

376

This function computes Pr (y < X) for a betarandom variable y with
parameters A and B. The beta distribution is very flexible. The parameters
A and B control the shape of the distribution, the mean of the distribution is
givenby A / (A + B). The betadistribution is sometimes used itself for
tests and several other important distributions are easily derived fromit,
such asthe t- and F-distributions (Kennedy and Gentle 1980).

The values permitted for X rangefrom0to 1. A and B must be positive,
but they don’t need to be integer values. The beta distribution can be used
to compute probability values for generalized t and F random variables with
noninteger degrees of freedom—T 1-Tail, T 2-Tail, and F functions require
integer degrees of freedom.
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BINOMIAL (X, N, P)
Lower-Tail Binomial Probability Distribution

This function computes Pr (y < X) for arandom variable y from a binomial
distribution with N trials and parameter P. In many situations, the random
variable is thought of as the number of “successes’ out of N independent
trials (i.e., there were N-X “failures’). The parameter Pis the probability of
asuccess on aparticular trial. In other words, Binomial computes the
probahility of observing X or fewer successes out of N trials when the
success rate per trial isP.

X and N must be specified asintegers. The parameter P must be between
zero and one. To find the upper-tail distribution, you can use the
relationship Pr (y > X) =1-Pr (y < X).

CHI-SQUARE (X, DF)
Upper-Tail Chi-Square Probability Distribution

This function computes Pr (y > X) for arandom variabley from a central
chi-square distribution with DF degrees of freedom. In other words, it
computes the probability of avalue equal to or larger than X. Thetypica
chi-square tests in goodness-of-fit analyses use the upper-tail probabilities.
Usetherelationship Pr (y < X) =1 - Pr (y > X) if you want alower-tail
probability.

X must be a positive number and the degrees of freedom must be a positive
integer.

CORRELATION (X, N)
Two-Tailed Probability Distribution for the Correlation Coefficient

This function computes Pr (*y* > *X*) for arandom variabley, wherey is
asimple (Pearson) correlation coefficient computed from N pairs of data.
This distribution is appropriate for testing the null hypothesis that the
correlation coefficient is equal to zero; the distribution being computed
assumes the true correlation coefficient is zero. Snedecor and Cochran
(1980, sect. 10.5) discuss the application of this procedure and the
assumptions required. This procedure isequivalent to testing the
hypothesis that the slope of the line is equal to zero in simple linear
regression; the assumptions required are the same.
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The values permitted for X range between -1 and 1. The number of pairs N
must be a positive integer greater than two.

F (X, DFNUM, DFDEN)
Upper-Tail F Probability Distribution

This function computes Pr (y > X) for arandom variabley from a central F-
distribution with DFNUM numerator degrees of freedom and DFDEN
denominator degrees of freedom. In other words, it computes the
probability of avalue equal to or larger than the observed X. Thetypical F
testsin regression and analysis of variance use the upper-tail probabilities.
Usetherelationship Pr (y < X) =1 - Pr (y > X) if you want alower-tail
probability.

X must be a positive number and both degrees of freedom must be positive
integers.

F INVERSE (P, DFNUM, DFDEN)
Inverse of the F-Distribution

This function computes the F test statistic for which the probability of a
smaller valueisP.

HYPERGEO (X1, X2, N1, N2)
Lower-Tail Hypergeometric Probability Distribution

378

This function computes Pr (y1 < X1), whereyl isarandom variable drawn
from a hypergeometric distribution. Using the traditional “urn” model, N1
corresponds to the number of red ballsinitially in the urn, and N2
corresponds to the number of black balls. Then, y1+y2 balls are randomly
drawn from the urn. HY PER computes the probability of observing X1 or
fewer red ballsin such a sample.

All four parameters must be nonnegative integers.
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NEG-BINOMIAL (N+X, N, P)
Lower-Tail Negative Binomial Probability Distribution

This function computes Pr (N +y < N + X) or equivaently Pr (y < X) for a
random variable y which follows a negative binomial distribution.
Typicaly, N+X isreferred to as the number of trials required to get N
successes. The probability of asuccess on a particular tria isthe parameter
p. Inother words, Neg-Binomial computes the probability of requiring
N+X or fewer trialsto get N successes. X isthe number of failures
observed before the Nth success.

N+X and N must be positive integers, and N+X must be greater than N.
The parameter p may range from zero to one.

POISSON (X, LAMBDA)
Lower-Tail Poisson Probability Distribution

This function computes Pr (y < X) for arandom variable y from a Poisson
distribution with rate parameter LAMBDA.. In some situations, the random
variable is thought of as the number of random eventsin some interval of
time or space, and the rate parameter LAMBDA is the average number of
such events expected in the interval. In other words, POISSON computes
the probability of observing X or fewer eventsin an interval if the expected
number of eventsisLAMBDA. You can find the upper-tail distribution by
using the relationship Pr (y > X) =1- Pr (y < X).

X must be an integer value and LAMBDA must be greater than zero.

T 1-TAIL (X, DF)

One-Tailed Probability Value for Student’s T-Distribution
This function computes Pr (y < X) for X < 0, and Pr (y > X) for X >0for a
random variable y from a central t-distribution with DF degrees of freedom.
In other words, T 1-Tail computes the probability of at value equal to or
more extreme than X, taking into account the sign of X. Thisis often called

the one-tailed significance of X.

DF must be a positive integer value.
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T 2-TAIL (X, DF)
Two-Tailed Probability Value for Student’s T-Distribution

This function computes Pr (*y* > *X*) for arandom variabley from a
central t-distribution with DF degrees of freedom. In other words, T 2-Tail
computes the probability of at value with an absolute value equal to or
larger than the absolute value of X. Thisis often called the two-tailed
significance of X.

DF must be a positive integer value.

T INVERSE (P, DF)
Inverse of the Student’s T-Distribution

This function computes the Students' st test statistic for which the
probability of asmaller valueisP.

Z 1-TAIL (X)
One-Tailed Probability Value for the Standard Normal Distribution

This function computes Pr (y < X) for X < 0, and Pr (y > X) for X >0 for a
standard normal random variabley. In other words, Z 1-Tail computes the
probahility of avalue equal to or more extreme than X, taking into account
the sign of X. Thisis often called the one-tailed significance of X. A
statistic with a standard normal distribution is often referred toasaZ
statistic, and hence the function name.

A standard normal distribution has a mean of zero and avariance of one. A
normally distributed statistic can be transformed to standard normal form by
subtracting the mean and then dividing by the standard deviation.

Z 2-TAIL (X)
Two-Tailed Probability Value for the Standard Normal Distribution

This function computes Pr (*y* > *X*) for a standard normal random
variabley. Inother words, Z 2-Tail computes the probability of avalue
with an absolute value equal to or larger than the absolute value of X. This
is often called the two-tailed significance of X. A statistic with a standard
normal distribution is often referred to as a Z statistic, and hence the
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Z INVERSE (P)

function name.

A standard normal distribution has a mean of zero and avariance of one. A
normally distributed statistic can be transformed to standard normal form by
subtracting the mean and then dividing by the standard deviation.

Inverse of the Standard Normal Distribution

Computation-
al Notes

This function computes the standard normal value z for which the
probability of asmaller valueisP.

Three key functions are used to generate the various probabilities—the error
function, the log gamma function, and the incomplete beta function. The
error function is patterned after a routine suggested by Kennedy and Gentle
(1980). The method used to calculate the log gamma function is similar to
that used at the University of Wisconsin computer center (Reference
Manual 1410 - Probability Distribution Functions). Representing the
gammafunction as G(X), an asymptotic expansion is used directly when
X>8. Otherwise, the relationship G(X + 1) = XG(X) is applied until the
expansion can be used. The procedure for computing the incomplete beta
function is patterned after the IMSL routine MDBETA, which is discussed
in Kennedy and Gentle (1980). To speed up computation, alarge sample
approximation for the incomplete beta function is used for certain “ safe”
parameter values (Abramowitz and Stegun, eg. 26.5.21).

All the probability functions are based on relatively simple functions of
these three functions. Consult Kennedy and Gentle (1980) for further
detail.
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Abs function 55
Accessfiles
export 88
import 80
Add new variables
import 77
insert variables 25
merge 69
Addition 49
Adjusted R-squared 184, 186, 191
All-pairwise comparisons 260
Alphanumeric data 6, 25
Analysis of variance 225
analysis of covariance example 256
bal anced | attice design 235
Cat function 231
completely randomized design 227
contrasts 269
error terms 255
factorial design 238
Friedman two-way 152
General AOV/AOCV 252
GLM 226
Kruskal-Wallis one-way 147
Latin square design 232
marginal sums of squares 226
means and standard errors 259
missing values 226
multiple comparisons 260
multiple error terms 255
one-way 142
plots 274
polynomial contrasts 273
pooling sums of squares 256

Index

randomized complete block 229
repeated measures design 248
residuals 277
split-plot design 241
split-split-plot design 245
strip-plot design 243
strip-split-plot design 247
Angle function 55
Arcsin function 55
Arcsin-sguare root transformation 55
Arctan function 55
ARIMA 324
Arithmetic expressions 49
Association tests 279
Atkinson's score 56
Attributes control chart 332
Autocorrelation 302, 312
Autocorrelation in regression 172
Autocorrelation, partial 314
Automatic format 46, 90, 97

Backup files 16

Balanced lattice design 235

Bar chart 117

Bartlett's test 144, 229

Best subset regressions 189

Beta probability function 376
Binomial probability function 377
Bonferroni's multiple comparisons 265
Boolean expressions 51

Box and whisker plot 115

Box Jenkins 308, 324

Box plot 115

Breakdown 123

Built-in functions 54
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C chart 339
Case function 57
Cat function 56
Censored data 357
Chi-square probability function 377
Chi-sguare test 282
cholesterol.sx 103
Closefile 65
Cochran's Q statistic 144, 229
Coefficient of variation 104, 228, 243
Collinearity 169, 223
Colors 15
Column format 45
automatic 46
decimal 46
exponential 46
fixed 46
Column width 45
Comment linesin text files 85
Completely randomized AOV 227
Concatenate strings 50
Confidence interval of mean 104
Contingency tables
Chi-sguare test 282
cross tabulation 119
log-linear models 293
Mantel-Haenzel text 370
McNemar's symmetry test 288
two by two 291
Contrasts 269
Control chart 331
Control limits 332
Converting strings
to dates 33, 57
to numbers 33, 59
Cook's distance 178
Copy 23
Copy function 57
Correlation coefficient probability function
377
Correlations 161
partial 163
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Pearson 161
Spearman 299
Cos function 57
Count function 57
Covariates 256
Cox's F test 365
Cox-Mantel test 365
Cox’ s proportional hazards regression 372
Cp 185, 191
Cross correlation plot 315
Cross tabulation 119
Cumsum function 57
Cut 23
CV 104

Data

printing 95

saving 66

viewing 95
Dataentry 21, 25
Data menu 19
Data set label 47
Dataset size 6
Datatypes5, 25
Date arithmetic 50
Date data type 6
Date format 16
Date function 33, 57
Date variables 22, 25
Day function 57
Dayofweek function 57
dBasefiles

export 88

import 80
Decimal format 46, 90, 97
Decision interval cusum 57
Delete cases 27
Delete function 57
Delete omitted cases 27
Delete selected cells 28
Delete variables 28
Descriptive statistics 104
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Deviance tests 199, 209, 213
Dialog boxes 8

Diff function 57

Division 49

Dummy variables 35, 208

Duncan's multiple comparisons 266
Dunnett's multiple comparisons 267
Durbin-Watson test 171

Edit 23
Eigenvalues-principal components 221
Enhanced metefile 13
Equality of variance 143, 229
Error bar chart 117
EWMA chart 355
Excel files
export 87
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Exiting Statistix 4, 99
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Exponential format 46, 90, 97
Exponential smoothing 320
Exponentiation 49
Export 85
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text files 89
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Factorial design 238
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save 66
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export 90
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Fractional factorial design 239
Frequency distribution 106
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Functions 54

G2 statistic 213
Gehan-Wilcoxon test 365, 368
General AOV/AOCV 252
Generalized linear models 213
Geomean function 58
Goodness-of -fit tests 279
Graph preferences 16

Graph titles 14

Grid lines 17

Hazard function 358
Hazard function plot 363
Heterogeneity, test of 282
Histogram 108
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Homogeneity, test of 282
Hosmer-Lemeshow statistic 201

Hsu's multiple comparisons 268
Hypergeometric probability function 378

| chart 351
Import 77
Access, dBase, & Paradox 80
Excel, 1-2-3, Quattro Pro 78
format statement 82
single variable 85
text files 81
Indicator variables 35, 208
Infinite parameter estimates 216
Insert cases 25
Insert function 58
Insert variables 25
Installing Statistix 3
Integer data type 6
Integer format 90, 97
Integer variables 22, 25
Iterative proportional fitting 294
Iterative reweighted | east squares 197

Kaplan-Meier 360

Kendall's coefficient of concordance 152
Kendall's tau 300

K olmogorov-Smirnov test 286
Kruskal-Wallis one-way AOV 147

Labels 47

data set 47

value 48

variable 47
Lag function 58
Latin square design 232
L attice design 235
Least significant difference 264
Length function 58
Leverage, regression 174, 177
Likelihood ratio tests 294
Linear contrasts 269
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Linear models 159

Linear regression 167
best model selection 186
coefficients 168
Durbin-Watson test 171
forced through origin 167
missing values 180
predicted values 172
residuals 176
sensitivity 181
stepwise 192
stepwise AQV table 184
variance-covariance 185
weighted 167

Ln function 58

Logfile 92

Log function 58

Log odds ratio 292

Log-linear models 293

Logical expressions 49, 51

Logical operators 51

Logistic regression 196, 211
classification table 200
Hosmer-Lemeshow statistic 201
odds ratios 202
stepwise 203

Logit transformation 198

Logrank test 365, 368

Lotus 1-2-3 files
export 87
import 78

Lowcase function 58

LSD 264

M function 58

Mallow's Cp statistic 184, 185, 191
Mann-Whitney U statistic 139
Mantel-Haenzel test 370

Max function 58

Maximum 104

Maximum likelihood 196
McNemar's symmetry test 288
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Mean Normality test 304

analysis of variance 143 Normalize function 58

breakdown 123 Np chart 337

descriptive statistics 104 NRandom function 59

error bar chart 117 Number function 33, 59
Mean function 58
Median 104, 114 Odds ratios 202, 292
Median absolute deviation 104 Omit/sel ect/restore cases 40
Median function 58 One-samplet test 127
Median survival time 362 One-way AQV 142
Median test 140 Open 65
Menus 3 Options 13
Merge Ordering variables 44

cases 69 Outlier inregression 179

labels, transformations, etc. 71

variables 70 P chart 335
Metafile 13 Paired t test 128
Min function 58 Paired tests 126
Minimum 104 Paradox files
Missing values 7, 21 export 88

arithmetic and logical expressions 53 import 80

M function 58 Pareto chart 333
Modulo function 58 Partia autocorrelation 314
Month function 58 Partial correlations 163
Moving averages 317 Paste 23
Moving range chart 353 Pearson correlations 161
MR chart 353 Percentile function 59
Multi-sample survival tests 368 Percentiles 114
Multicollinearity 169, 223 Peto-Wilcoxon test 365, 368
Multiple comparisons 260 Pi function 59
Multiple regression 167 Pie chart 110
Multiplication 49 Poisson probability function 379

Poisson regression 206, 211
Negative binomial probability function 379 Polynomial contrasts 273
Nested break down 123 Pos function 59
New 65 Power function 59
Nonadditivity in analysis of variance 231, Precedence rules 50, 52
234 Predicted values, regression 172, 177

Nonconformities 339 Preferences 15
Nonconformities per unit 341 Principal components 222
Nonparametric tests 125 Print 95
Normal probability plot 305 Printer setup 99
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Printing
reports and graphs 12
Printing Statistix data 95
Probability functions 375
Probit regression 203
Product limit estimates 360
Proportion test 157
Proportional hazards regression 372
coefficient table 373
likelihood test 373
variance-covariance 374
Proportions 196, 211

Quality control 331

Quartiles 104

Quattro Profiles
export 87
import 78

R chart 347
R-squared 186, 191
Random function 59
Randomized complete block design 229
Randomness test 302
Rank correlations 299
Rank function 59
Rank sum test 137
Rankit plot 305
Real datatype5
Real variables 22, 25
Recode 34
References 383
Regression
best subsets 189
linear 167
logistic 196
Poisson 206
stepwise linear 192
stepwise logistic 203
Regression coefficients 168
Regression options 169
Relational operators 51
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Renaming variables 44
Reordering variables 44
Repeated measures design 248
Reports, printing and saving 12
Residual plots
analysis of variance 274
regression 175
Residuals
analysis of variance 277
regression 176
Restore 40
Results menu 11, 13
Results window 11
Round function 59
Row functions 59
Rowcount function 59
Rowmax function 59
Rowmean function 59
Rowmedian function 60
Rowmin function 60
RowSD function 60
Rowtotal function 60
Runs test 302

S chart 349
SARIMA 324
Save 66
Save As 67
Saving
data 66
reports and graphs 12
Scatter plot 121
Scheffe's multiple compari sons 265
Scientific notation 46
SD function 60
Sel Case function 60
Select cases 40
Sensitivity, regression coefficients 181
Shapiro-Wilk normality test 304
Sidak's multi ple comparisons 265
Sign test 130
Sin function 60
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Slopes 169
Smirnov test 286
Sorting cases 42
SPC 331
Spearman correlations 299
Split-plot design 241
Split-split-plot design 245
Spreadsheet window 21
Sar function 60
Sgrt function 60
Stack variables 36
Standard deviation 104
Standard error of mean 104
Standard normal distribution, inverse

function 381
Standard normal probability function 380
Standardized residual, regression 178
Statistical process control 331
Stem and leaf plot 112
Stepwise linear regression 192
Stepwise logistic regression 203
String arithmetic 50
String data type 6
String function 60
String variables 22, 25
Strip-plot design 243
Strip-split-plot design 247
Student'stt distribution, inverse function 380
Student'st probability function 379
Student-Newman-K eul s 266
Studentize function 60
Subtraction 49
Summary file 73
Summary statistics 101
Survival analysis 357
Survival time 357

median 362
percentiles 362

Survivorship function 358
Survivorship function plot 363
Switching between windows 14
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T test
one-sample 127
paired 128
two-sample 134
Tan function 60
Template 71
Text files 81
comment lines 85
export 89
import 81
view 93
Time series 307
Time series plot 310
exponential smoothing 323
SARIMA 329
Titles 14
Total function 60
Transformations 30
converting variable types 32
date constants 32
equality tests 53
functions 54
if-then-else 32
missing values 33
omitted cases 34
simple assignment 31
string constants 32
Transpose 38
Trunc function 61
Truth table 52
Tukey's multiple comparisons 265
Tukey's nonadditivity test 231, 234
Two by two contingency tables 291
Two Stage Least Squares Regression 217
Two-sample survival tests 365
Two-samplet test 134

U chart 341

Unitize function 61
Unstack variables 38
Unusual ness values 174
Upcase function 61

395



Value labels 48 Weighted least squares 167

VARL .. VAR99 syntax 26 Weighted regression 167
Variable format 45 Wilcoxon rank sum test 137
Variable labels 47 Wilcoxon signed rank test 132
Variable name order 15 Windows metafile 13
Variable name selection 9

Variable names 5 X bar chart 343

Variable order 44 X chart 351

Variable types 5, 22, 25

Variables control chart 332 Y ear function 61

Variance function 61

Variance inflation factor 169 Zlnverse function 61
Variance-covariance 165 ZProb function 61

View text file 93
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